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Abstract

Biological movement patterns can sometimes be quasi linear with abrupt changes in direction and speed, as in plastids in root cells investigated here. For the analysis of such changes we propose a new stochastic model for movement along linear structures. Maximum likelihood estimators are provided, and due to serial dependencies of increments, the classical MOSUM statistic is replaced by a moving kernel estimator. Convergence of the resulting difference process and strong consistency of the variance estimator are shown. We estimate the change points and propose a graphical technique to distinguish between change points in movement direction and speed.
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1 Introduction

1.1 Motivation

The description of movement patterns can be important for the understanding of various biological processes on multiple scales. One main goal is to understand potential causes of changes between such movement patterns \cite{23, 48}. This can be important for controlling the spread of infectious diseases or invasive species, to understand impacts of climate change, e.g., on the change of migration routes \cite{45, 38, 33, 59} or to minimize the impact of new technology on the natural habitat \cite{52, 51}.
On the macro scale, differences and changes between movement patterns of animals are investigated in order to describe specific behaviour such as foraging strategies and predation, dispersal and migration, habitat use, social and territorial behaviour, the coexistence of competitors or community interactions [for an overview see, e.g., 11, 15, 23, 5]. For example, highly explorative behaviour with fast changes in movement direction and speed can alternate with resting periods with little changes or local exploration with minimal movement speed but highly diverse directions. Animals studied in this context are for example wolves [23], whales [24, 63], seals [38, 5] or butterflies [5].

On the micro scale, cells for example are compartmentalized into different cell organelles that form specialized reaction rooms in order to dissect various metabolic processes. At the same time, most metabolic and signalling pathways are shared between different cell organelles. Consequently, the distribution of nutrients and signals within the cell needs to be coordinated, which requires in part organelle interactions [8, 56, 49, 67]. This is one, but not the only driving force for organelle movement within cells. One mode for this movement is cytoplasmic streaming [68] which can be observed in most of the eukaryotic cells [e.g., 21, 2]. Aside from this rather arbitrary force a more directed mechanism of movement is based on the structures provided by the cytoskeleton [49].

So far, we only start to understand the principles of movement of the different cell organelles, but we are far from understanding the various regulations in different tissues and cell types. While new technological developments in the field of light sheet microscopy and super resolution microscopy allow the experimental determination of the cellular dynamics, fast procedures for the analysis of the large data sets are required. Especially a change point analysis for velocity and direction of movement would provide information, e.g., on involvement of cytoskeleton components, influence of other organelles and the frequency of the switch between different modes of movement.

In order to learn about the combination of and switch between different types of movement, we consider here the movements of specific cell organelles in the root of the plant Arabidopsis thaliana (see Figure 1 A). These organelles are so-called plastides, which predominantly consist of leucoplasts with mainly nutrient storage functions and peroxisomes which take part in various reaction pathways. Details on the detection, tracking and post-processing of the two datasets can be found in Supplement 2.

Examples of such tracks are illustrated in Figure 1 B and C. Interestingly, while all tracks were recorded in three dimensions, over 90% of the tracks showed more than 95% of their movement variability in only two dimensions. We therefore focused on the two-dimensional projection of the movements, allowing comparability to approaches for animal movement pattern analysis. Our methods will, however, be also applicable to a higher number of dimensions.

In the present data set, we observed interesting new features of the movement patterns (see Figure 1 B and C): First, the movement of the cell organelles seemed to occur along roughly linear structures (red arrows in panel B). Second, sharp changes in the movement direction were visible (red circles in panels B
and C). Third, the speed, or the step length from one data point to the next, which are recorded in equidistant time intervals, showed a certain variability (red dashes in panel B).

It is therefore the goal of the present article to describe such movement patterns in a mathematical framework and to derive a method that can statistically test for, detect and distinguish changes in the movement direction and speed in such tracks.

1.2 State of the art

The offline change point analysis and detection of structural breaks is a major field of research [see, e.g., 9, 12, 3, 27, 10]. One considers abrupt changes in the mean or variance in \( n \)-dimensional real valued time series with independent observations [9, 12, 27], cases with short or long term dependence [3, 13, 54] or cases with gradual changes [64, 10]. Change point detection methods range from likelihood ratio and Bayes-type methods [27] to CUSUM [3, 20] or MOSUM-based methods [16, 40, 31].

However, only a small number of statistical methods is available for change point analysis in the field of directional statistics [see e.g., 55, 36, 26, 18]. When investigating change points in directional time series, classical change point analysis methods are often limited by technical restrictions. For example, quantities corresponding to the standard deviation are rather limited, or the usual behaviour of means or linear combinations of normally distributed random variables does not exist for the relevant directional distributions. Many approaches for change point detection in animal movement therefore focus on the partitioning of the observed time series, often lacking statistically rigorous tests for the null hypothesis of no changes in movement direction or speed [see e.g., 11, 22, 15, 23, 43]. In many cases, one intends to segregate a small number of different states, where this number often needs to be specified in advance.
Among the mathematical models applied for such analyses, one finds time discrete as well as time continuous models. In certain applications, e.g., with large sections of missing data or unequally spaced recording times, time continuous models such as Ornstein-Uhlenbeck processes or correlated velocity models can be necessary [see 28, 24, 47, 25, 38, 19, 42]. In the present study, however, missing data were virtually not observed, all recording times were equally spaced, and the sampling rate was sufficiently small to capture important activity such as fast transport [61].

Concerning time discrete models, a random walk (RW) is one of the most widely used families of models [e.g., 29, 44, 6, 39, 38, 43, 5, 4]. In order to describe movements, several variants of the RW are used, which are sometimes also called biased or correlated random walks.

The most simple assumption in such RWs is to assume a bias, i.e., a constant mean movement direction, which is distorted by some random component [29, 44, 6, 5]. Such a model will also serve as a reference in the present paper. It has technical advantages, e.g., it allows a relatively straightforward extension of existing change point methods. However, our findings indicate that such an RW shows a higher variability in the movement direction and may thus move less strictly along a linear structure than can be observed in many organelle tracks.

Further RW model assumptions include a movement towards certain attraction points. Because such models can contain complex dependence structures, they often need to be fitted using Bayesian methods or artificial neuronal networks [62, 39]. Other model extensions assume that the current movement direction depends on the previous movement step [5]. Such models do not directly fit the present data structure because they cannot maintain a global movement direction.

Similarly, other models use so-called turning angles, meaning that the current movement is assumed to depend only on the current position and the previous movement direction [44, 43]. Turning angles around zero indicate strongly directed behaviour, but the specific movement direction is irrelevant. Therefore, changes in the movement direction during strongly directed behaviour as we observe in the present data set (see Figure 1) are usually not investigated, and they would be reflected only in a single turning angle.

1.3 Aims and plan of the paper

In the present paper, we therefore follow three main aims. First, we aim at developing a stochastic model for the description and statistical analysis of the recorded organelle tracks. This model will be presented in Section 2. For the present recording setup, (i) the model can be time discrete, and it will even be constructed in such a way that the parametrization does not depend on the time resolution of the recording. Most importantly, the model should be able (ii) to represent movements along roughly linear structures and (iii) to capture an arbitrary number of changes in (iv) the movement direction, or speed, or both. Due to these properties, the model will be called a Linear Walk (LW). As
we also aim to capture changes in the absolute movement direction, we propose to use a model with absolute angles (v).

Second, we aim at developing a statistical test for the null hypothesis of no changes in direction or speed, which can also be used for the investigation of change points on multiple time scales. As we will show, changes in either direction or speed can be investigated individually, but only under the assumption that the respective other parameter is kept constant (Section 3.1 and Supplement 1). If we allow for potential changes in both parameters, changes in either parameter will affect the analysis of the other. One would therefore need to know the changes in, e.g., the speed to analyze changes in the direction, and vice versa. We therefore propose a bivariate approach that investigates changes in these two parameters simultaneously.

We then switch from the polar parameterization to a classical cartesian parameterization in which, for example, a classical MOSUM approach has been proposed for the bivariate analysis of changes in the mean and variance of a one-dimensional, independent and piecewise identically distributed time series by Messer [41]. We illustrate its adaptation to our RW setting and show that it is less suitable in the LW setting due to a specific serial dependence structure in the increments (Section 3.1.2).

We derive new estimators for the model parameters in the LW setting and use these to replace the classical MOSUM statistic with a moving kernel process (Section 3.2). We then show that for a fixed window size under the null hypothesis, the new statistic scaled with the true variance is a Gaussian process whose distribution is independent from the model parameters (Section 3.2). For increasing window size, we show convergence to a limit Gaussian process with a specific autocovariance structure (Section 3.3). We also show strong consistency of the estimator \( \hat{\sigma}^2 \) for the variance \( \sigma^2 \) in the proposed model.

Our third aim is to provide a method for change point estimation and classification of change points in direction or speed only, or in a combination of the two parameters. To that end, we adapt a change point detection algorithm that was proposed in the classical MOSUM setting, which allows testing for change points on multiple time scales and which has well studied asymptotic properties [31, 32]. For classification of change points, we apply a graphical method called the leaf plot in which changes in the two parameters typically result in specific graphical representations that represent different leaves. The methods are illustrated by application to tracks from the two sample data sets in Section 4.

2 The Random Walk and the Linear Walk

2.1 Notation and model assumptions

Here we shortly review the Random Walk (RW) and propose a new stochastic model, the Linear Walk (LW). We always denote the stochastic movement process by \((X_i)\) with increments \(Y_i := X_i - X_{i-1}, i = 1, 2, \ldots\) The variables
$Z_i, \tilde{Z}_i$ describe independent and bivariate standard normally distributed random variables. In both models, movement direction is denoted by $\vartheta \in [0, 2\pi)$ and measured as an absolute angle. The step length is denoted by $r > 0$ and the variance of the error term is denoted by $\sigma^2 > 0$.

In addition to the polar parametrization $(\vartheta, r)$, which allows a straightforward biological interpretation, we will also use the cartesian parameters $(\mu_1, \mu_2)^t$ due to technical advantages, where (see Figure 2 B)

$$\mu := (\mu_1, \mu_2)^t := r(\cos \vartheta, \sin \vartheta)^t, \quad \vartheta := \arctan2(\mu_2, \mu_1), \quad r := \|\mu\|_2, \quad (1)$$

where $\|x\|_2$ denotes the euclidean norm and arctan2 denotes a generalized inverse of the tangens function. Maximum likelihood estimators (MLEs) for $\vartheta$ and $r$ can therefore be derived from the MLEs of $\mu_1$ and $\mu_2$.

The Random Walk (RW), as often applied in animal movement [e.g., 5] assumes that all increments $Y_i$ are independent and bivariate normally distributed, i.e., $Y_i \sim N(\mu, \sigma^2 I_2)$, where $I_2$ denotes the identity matrix in $\mathbb{R}^2$. Starting the process at an arbitrary point $b \in \mathbb{R}^2$, we can thus write the RW as

$$X_i^{RW} := e_i + \sigma \sum_{j=1}^{i} \tilde{Z}_j, \quad \text{with} \quad e_i := b + i\mu, \quad (2)$$

where $(e_i)_i$ denotes the expected movement process (EP, Fig. 2 A).

In order to describe a movement that sticks more closely to a straight line, we propose a model called the Linear Walk (LW), which is less variable around the EP than the RW. In the LW the observed point at time $t$ is described as

$$X_i^{LW} := e_i + \sigma Z_i, \quad (3)$$
distributed by definition, the increments in the LW are given by \( N \) increments. While the increments in the RW are independent and less visible due to a cumulation of error terms \( \tilde{\text{error}} \). In an RW (Fig. 2 C, green), the linear structure hidden in the EP is much as a fluctuation of the organelle around its adhesion point or as a measurement \( \mathbf{Z} \) random displacements. In the full models with change points, we allow the EP (\( e_i \)) to show changes in the movement direction \( \vartheta \) and in the step length, \( r \) (Fig. 2 A).

**Definition 2.1 (Expected Process, RW and LW with change points).** Let \( \mathbf{EP}(\vartheta, r, b, \emptyset) \) denote an EP with constants \( \vartheta \in [0, 2\pi) \), \( r > 0 \), \( \sigma^2 > 0 \) and starting point \( b \in \mathbb{R}^2 \). The empty set describes the absence of change points in the model parameters. For a set \( C := \{c_0, \ldots, c_{k+1}\} \) of \( k \in \mathbb{N} \) change points with \( 0 = c_0 < c_1 < \ldots < c_k < c_{k+1} < \infty \), define parameter vectors \( \vartheta := \{\vartheta_1, \ldots, \vartheta_{k+1}\} \), \( r := \{r_1, r_2, \ldots, r_{k+1}\} \) and \( \sigma := \{\sigma^2_1, \ldots, \sigma^2_{k+1}\} \) and \( k \) processes \( \mathbf{EP}(\vartheta_j, r_j, b_j, \emptyset) \), \( j = 1, \ldots, k \) that describe the piecewise constant EPs in the sections between the change points. We assume that for successive EPs, at least one of the parameters \( \vartheta \) or \( r \) changes, i.e., either \( \vartheta_j \neq \vartheta_{j+1} \) or \( r_j \neq r_{j+1} \), or both, for \( j = 1, \ldots, k+1 \). The nodes \( b_j \) need to be defined such as to connect the processes, i.e., \( b_1 \in \mathbb{R}^2 \), and \( b_j = (c_{j-1} - c_{j-2}) \cdot r_{j-1} \cdot (\cos(\vartheta_{j-1}), \sin(\vartheta_{j-1}))^t + b_{j-1} \), for \( j \in \{2, \ldots, k\} \). Let \( e_i^j \) be the positions in model \( \mathbf{EP}(\vartheta_j, r_j, b_j, \emptyset) \). Then the \( \mathbf{EP}(\vartheta, r, b, C) \) with change point set \( C \) is defined, for \( j = 0, \ldots, k \), as

\[
e_i := e_i^{j-1}, \quad i = c_j + 1, \ldots, c_{j+1}.
\]

The corresponding RW and LW, \( \mathbf{RW}(\vartheta, r, b, \sigma^2, C) \) and \( \mathbf{LW}(\vartheta, r, b, \sigma^2, C) \), are defined according to equations (2) and (3) based on \( \mathbf{EP}(\vartheta, r, b, C) \).

### 2.2 Discussion of the model assumptions

The RW and LW models capture the two features of the absolute movement direction and step length with two biologically interpretable parameters. Changes in these parameters can be implemented separately, which enables the description of different modes of movement. For example, a high step length and constant movement direction could indicate transport along intracellular filaments, while lower step length could indicate cytoplasmic streaming. Note that we use normally distributed errors because these have technical advantages over generic directional distributions.

Qualitatively, the LW (Fig. 2 C, blue) sticks more closely to the EP (orange) and thus captures the linear movement of the plastid tracks (Fig. 1). If the EP is interpreted as a filament along which the organelle is transported, the random displacements \( Z_i \) of the points assumed in the LW could be interpreted as a fluctuation of the organelle around its adhesion point or as a measurement error. In an RW (Fig. 2 C, green), the linear structure hidden in the EP is much less visible due to a cumulation of error terms \( \tilde{Z}_i \).

The RW and LW also differ with respect to the dependence structure in their increments. While the increments in the RW are independent and \( \mathcal{N}(\mu, \sigma^2 I) \)-distributed by definition, the increments in the LW are given by

\[
Y_i^{LW} = \mu + \sigma(Z_i - Z_{i-1}).
\]

\[7\]
Thus, they exhibit a serial dependence of order one because successive increments $Y_i$ and $Y_{i+1}$ share the error term $Z_i$. For each dimension $d = 1, 2$, we thus observe

$$\text{Cor}(Y_{i,d}^{LW}, Y_{i+1,d}^{LW}) = -1/2, \quad \text{Cor}(Y_{i,d}^{LW}, Y_{i+k,d}^{LW}) = 0 \quad \text{for} \quad k \geq 1. \quad (5)$$

In Section 2.3 we will discuss the behaviour of the classical mean of increments, which shows crucial differences between the RW and the LW.

### 2.3 Parameter estimation

In order to derive the maximum likelihood estimates (MLEs) of the model parameters, both for the RW and the LW, we derive the estimators for the parametrization $(\mu^{(1)}, \mu^{(2)})^t$ and then obtain the estimators for the direction $\vartheta$ and step length $r$ using equation (1).

In the RW, the increments $Y_i$ are independent and normally distributed, so that the MLEs can be derived classically as the mean and empirical variance. Thus, as estimates in a window of size $h \in \mathbb{N}, h > 2$ starting at $i$, we obtain in the RW

$$\hat{\mu}_h^{RW}(i, h) = \frac{1}{h} \sum_{j=1}^{h} Y_{i+j} \quad \text{and}$$

$$\left(\hat{\sigma}_h^{RW}(i, h)\right)^2 = \frac{1}{2h-2} \sum_{d=1,2} \sum_{j=1}^{h} \left(Y_{i+j}^{(d)} - \hat{\mu}_{i+j}^{(d)}\right)^2.$$

Interestingly, for the LW, the classical mean of increments behaves quite differently than in the RW, and it does no longer represent the MLE for $\mu$. In the RW, the variance of $\hat{\mu}_h$ falls like $h^{-1}$ due to the independence of increments, i.e., for every dimension $d = 1, 2$,

$$\text{Var}(\hat{\mu}_h^{(d),RW}) = h^{-1} \text{Var}(Y_i) = h^{-1} \sigma^2.$$

In contrast, in the LW, the classical mean reduces to a telescope sum, i.e.,

$$\frac{1}{h} \sum_{j=1}^{h} Y_j = \mu + \frac{h}{2} (Z_h - Z_0),$$

implying that its variance, $2\sigma^2 h^{-2}$, falls like $h^{-2}$ within the LW. As a consequence, the classical MOSUM statistic will be replaced by a kernel estimator in section 3.2, replacing the classical mean by the maximum likelihood estimator (MLE) of $\mu$ as given in Proposition 2.2.

**Proposition 2.2.** Let $LW(\vartheta, r, b, \sigma, b)$ be a uni-directional LW as in equation (3), and let $X_{i+1}, X_{i+2}, \ldots, X_{i+h}$ be a sequence of positions from this model.
Then the MLEs for \( \mu, b \) and \( \sigma^2 \) are given, respectively, by

\[
\hat{\mu}(i, h) = \frac{6}{h^3 - h} \sum_{j=1}^{\lfloor \frac{h}{2} \rfloor} (h - (2j - 1)) (X_{i+j} - X_{i+h-j+1}), \tag{6}
\]

\[
\hat{b}(i, h) = \bar{X} - (t + (h + 1)/2)\hat{\mu} \quad \text{and} \tag{7}
\]

\[
\hat{\sigma}^2(i, h) = \frac{1}{2h} \sum_{j=1}^{h} \|X_{i+j} - (i + j)\hat{\mu} - \hat{b}\|^2, \tag{8}
\]

where \( \bar{X} := h^{-1} \sum_{j=1}^{h} X_{i+j} \) denotes the mean of the observed points in the respective window.

The proof can be found in Appendix A. The MLEs of \( \mu \) and \( b \) are unbiased. In the estimator of \( \sigma^2 \) we replace the numerator \( 2h \) by \( 2h - 4 \) to obtain an unbiased version of the estimator (see Supplement 3). The MLEs of the direction and step length are given as functions of \( \hat{\mu}(i, h) \) according to equation (1).

In the LW, the MLEs of \( \mu \) have an interesting geometric interpretation in terms of the increments \( (X_{i_{d+1}} - X_{i_{d+h-j+1}}) \) between the \( j \)th and the \( j \)-last observation in equation (45). The largest increment from the first to the last position within the window, \( X_{i+1} - X_{i+h} \), gets the largest weight \( (h-1) \), and the weight decreases linearly with the temporal distance between positions. Also the parameter \( b \) is estimated intuitively by starting with the center of mass \( \bar{X} \) and subtracting an appropriate number of steps of size \( \hat{\mu} \).

In the following, we will develop methods for change point detection within the two models, with a focus on the newly proposed LW.

### 3 Statistical test and change point detection

In this section we derive a statistical test for the null hypothesis of no change in the movement direction or speed. Section 3.1 will present the basic idea and explain the limits of two seemingly straightforward approaches, namely the univariate analysis and the classical MOSUM approach.

#### 3.1 The idea and limitations of straightforward approaches

The main idea to statistically test for and detect changes in the movement direction and speed is to apply a moving window technique. By moving a double window of size \( 2h \) across the track, one successively estimates the parameter of interest, for example the movement direction \( \vartheta \), as \( \hat{\vartheta}_L \) and \( \hat{\vartheta}_R \) in the left and right half of this window (Figure 3 A, blue directions and orange window). One then calculates the process of differences, which would, in the case of \( \vartheta \) denoting the direction, be defined as (cmp. Figure 3 B),

\[
D_r := D_r(\hat{\vartheta}_L, \hat{\vartheta}_R) := \text{atan2}(\sin(\hat{\vartheta}_R - \hat{\vartheta}_L), \cos(\hat{\vartheta}_R - \hat{\vartheta}_L)), \tag{9}
\]
which gives the smaller angle enclosed by the two directions. If all parameters are constant, the process \((D_i)_i\) should fluctuate around zero, while it will show systematic deviations from zero in the neighbourhood of change points. Therefore, the maximum of the resulting absolute difference process,

\[ M := \max_i |D_i|, \]

(10)
can serve as a test statistic for the null hypothesis of no change. A suitable quantile \(Q\) of the distribution of \(M\) under the null hypothesis can be used to define the rejection threshold of the statistical test.

3.1.1 The univariate approach

It would be intriguing to apply the described approach directly to univariate parameters such as the movement direction. However, one should note that this univariate approach has a number of problems and restrictions. First, if the difference process is defined as above for directions, the distribution of \(M\) is not easily accessible formally. The estimator \(\hat{\vartheta}\) follows a Projected Normal (PN) distribution because it is derived from the normally distributed estimator of the expectation \(\hat{\mu}\) by projection onto the unit circle (see e.g. [36]). While statements about the projected normal distribution are possible in simple scenarios [66, 37, 46], we are not aware of general properties of either the distribution of the difference of two PN variables, nor process theory with PN distributed components. Therefore, the rejection threshold \(Q\) needs to be derived in simulations based on the parameter estimates of all other process parameters. As a second restriction, this automatically requires the other parameters to be constant or their change points to be known beforehand (cmp. [1]). This is because changes in, for example, \(r\), will lead to biased estimation of \(r\) and thus, a biased threshold \(Q\), such that the significance level cannot be kept. Finally, even if all model parameters are assumed constant, the step length \(r\) should not be too small as compared to \(\sigma\) because otherwise, estimation of \(r\) will be biased. For more details on this approach see Supplement 1. It will therefore be important to consider both parameters simultaneously in a bivariate setting.

3.1.2 The classical MOSUM

As another idea, one might consider using a classical MOSUM approach, which has been proposed in a bivariate framework by Messer [41]. While in the RW setting, this approach is straightforward and will be shortly recalled and adapted, it requires careful consideration and extension in the LW setting.

In this approach, we make use of the parametrization \(\mu = (\mu^{(1)}, \mu^{(2)})\) instead of the polar parametrization \((\vartheta, r)\). Specifically, we apply a double window of size \(2h\) centered around time \(i\) to estimate the univariate difference \(\hat{\mu}_r^{(d)} - \hat{\mu}_i^{(d)}\) for each dimension \(d = 1, 2\). This results in a two dimensional process of differences, which we scale with its estimated variance, such that the derived test statistic will be independent of the model parameters even if changes in both parameters can occur.
Figure 3: (A) Realization of a LW track with one change in the direction. Double window (orange line) around time $i$ (black circle) with $h = 30$. Blue arrows indicate estimated direction in left and right window half. (B) Resulting process of absolute differences $|D_i|$ and its maximum (red point). Double window (orange) around time $i$ and its moving direction (grey arrows). (C) A LW track (black line). Track before change point in direction (blue) and after (green). In a double window of size $2h$ around time $i$ (orange), estimates of the expectation in the left and right window are obtained. Red arrows indicate moving window. (D) Process of scaled differences $(G_{h,i}^{(1)})_i$ in dimension one. (E) Process of scaled differences $(G_{h,i}^{(2)})_i$ in dimension two. (F) Plot of $(G_{h,i})_i$ as two-dimensional process. Point of maximal deviation from origin $m$ (red dot), length of maximal deviation $M$ (red line) and boundary of rejection circle with radius $Q$ (purple). (G) Normalized autocovariance function $\kappa$. (H–K) Change point detection algorithm. (H) Process $(G_{h,i})$ derived from a LW with three change points, rejection threshold (purple), point of maximum deviation, $m$ (red), and $2h$-neighbourhood (orange). The LW track is shown in the bottom left together with the position of $m$ (red). (I,J) The process $(G_{h,i})$, where the $2h$-neighbourhood around $m$ (I) and the second maximal deviation (J) has been deleted, new maximal deviations marked in red. (K) $(G_{h,i})$ remains within the rejection borders, CPD is finished.
In short, we consider an RW($\vartheta, r, b, \sigma, C$) as in Definition 2.1. For a window of size $h \in \mathbb{N}, h > 2$ and $i = 1, 2, \ldots$, the difference of means is scaled with its variance, i.e.,

$$G_{h,i}^{RW} := \frac{\sqrt{h} (\hat{\mu}_{RW}(i, h) - \hat{\mu}_{RW}(i - h, h))}{\sqrt{\hat{\sigma}_{RW}^2(i - h, h) + \hat{\sigma}_{RW}^2(i, h)}}.$$  \hspace{1cm} (11)

Note that for the RW, we find the classical mean in the numerator. Then, for an observed process of length $T \in \mathbb{N}$, we consider the two dimensional process of differences

$$G^{RW} := (G_{h,i}^{RW})_{i \in \{h, h+1, \ldots, T-h\}}.$$  

The process $G^{RW}$ will typically fluctuate around zero but show systematic deviations in the neighborhood of a change point. Thus, the maximal deviation from the origin,

$$M_h := \max_i \|G_{h,i}^{RW}\|^2,$$  \hspace{1cm} (12)

is used as test statistic for the null hypothesis of no change in bivariate expectation, i.e., no change in direction or step length.

In order to derive a rejection threshold for the statistical test, one can use straightforward modifications of the proof presented in [41]. For asymptotics a growing number of data points within the windows is required. To that end one switches from the time discrete setting with $i, h \in \mathbb{N}$ to a time continuous setting, where $i$ and $h$ are replaced by $nt$ and $n\eta$ respectively, where $\eta > 0$ and $t \in [\eta, T-\eta]$ are real, $T > 2\eta$, and $n \to \infty$ is considered.

The process $(G_{n\eta,nt}^{RW})_t$ can then be rewritten as a functional of sums of the form $S^{(n)}(t) := [n\eta]^{-1/2} \sum_{j=1}^{[n\eta]} \hat{Z}_{[nt] + j}^{(d)}$. According to the functional limit theorem $(S^{(n)}(t))_t \to (W_t)_t$ in distribution, which is, in various forms, a key component in MOSUM and CUSUM frameworks [40, 41, 3, 31] and can be used to show convergence. Then the process $(G_{n\eta,nt}^{RW})_t$ shows weak convergence against a limit process $L_{\eta,t}^{RW}$, which is a functional of a planar Brownian motion. That means, as $n \to \infty$,

$$(G_{n\eta,nt}^{RW})_t \xrightarrow{d} (L_{\eta,t}^{RW})_t \text{ in } (D_{\mathbb{R}^2[\eta, T-\eta]}, d_{SK}),$$  \hspace{1cm} (13)

where the two dimensional limit process $(L_{\eta,t}^{RW})_t$ does not depend on the model parameters. Here, $(D_{\mathbb{R}^2[\eta, T-\eta]}, d_{SK})$ denotes the space of $\mathbb{R}^2$-valued càdlàg-functions on $[\eta, T-\eta]$ equipped with the Skorokhod topology. The components of $L_{\eta,t}^{RW}$ are given by

$$L_{\eta,t}^{RW,(d)} = (2\eta)^{-1/2}((W^{(d)}_{t+\eta} - W^{(d)}_t) - (W^{(d)}_t - W^{(d)}_{t-\eta})), \quad d = 1, 2,$$  \hspace{1cm} (14)

where $(W^{(1)}_t)_t$ and $(W^{(2)}_t)_t$ denote independent Brownian motions. Using this limit process, a rejection threshold can be obtained via simulation, cmp. [41].
Thus, the classical MOSUM is straightforward in the RW setting. However, if we would apply the same moving sum statistic to an LW, the situation would be quite different due to the dependence structure of increments within the LW. Recall that this dependence reduces the mean to a telescope sum. As a consequence, the scaled difference of classical means in the left and right window as in \( (G_{n\eta,nt}^{RW})_t \) in equation (13) applied to the LW reduces to an expression with a constant distribution for all \( n \), i.e.,

\[
\frac{1}{2} \left( Z_{[n(t+\eta)]}^{(d)} - 2Z_{[nt]}^{(d)} + Z_{[n(t-\eta)]}^{(d)} \right).
\]

This expression has the distribution \( N(0, \frac{3}{2}) \) for every \( n, \eta \) and \( t \). The constant variance can be seen considering the fact that the variance of the classical mean decreases with \( \lfloor n\eta \rfloor^{-2} \) instead of \( \lfloor n\eta \rfloor^{-1} \) in the LW (see Section 2.3). If we then used the same definition of the process \( G_{n\eta,nt}^{(d),RW} \) for the LW, with the classical means of increments in the numerator, we would need to scale with the square root of the new variance \( \frac{2\sigma^2}{n\eta} \). This would yield a factor \( n\eta \) in the numerator, which would cancel out by the factor \( (n\eta)^{-1} \) in the classical means.

This considerably limits the testpower of the classical MOSUM in the LW because the variance of \( G_{n\eta,nt}^{(d),LW} \) does no longer depend on \( n \) or \( \eta \). As a consequence, the testpower cannot be increased by increasing the window size, such that small changes will always remain unlikely to be detected.

Therefore, we propose to replace the classical MOSUM by a moving kernel estimator that makes use of the MLE of \( \mu \) derived within the LW.

### 3.2 The approach for the LW

For the LW setting, we propose to substitute the classical mean by its MLE of \( \mu \) in the derivation of the process \( G \). In the time discrete setting, as an analogue of equation (11) we thus consider the process

\[
G_{h,i}^{LW} := \frac{\hat{\mu}_{LW}(i,h) - \hat{\mu}_{LW}(i-h,h)}{\sqrt{\frac{12}{h^3-h}(\hat{\sigma}^2(i-h,h) + \hat{\sigma}^2(i,h))}}.
\]

In the following, we will omit the index \(^LW\) in all notations as we will always refer to the LW setting. The denominator of equation (16) estimates the standard deviation of the numerator, because it holds

\[
\forall \text{Var} \left( \hat{\mu}^{(d)}(i,h) \right) = \forall \text{Var} \left( \frac{6}{h^3-h} \sum_{j=1}^{h} (2j-h-1)X_{i+j}^{(d)} \right) = \frac{36}{(h^3-h)^2} \sum_{j=1}^{n} (2j-h-1)^2 \forall \text{Var} \left( X_1^{(d)} \right) = \frac{12}{h^3-h} \sigma^2,
\]
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where we use the independence of $X_i^{(d)}$ and $X_k^{(d)}$ for $i \neq k$.

We study the process $(G_{h}^{LW})_i$ to construct a statistical test. For asymptotics we replace $i$ and $h$ by $nt$ and $n\eta$ respectively, where $\eta > 0$ and $t \in [\eta, T - \eta]$ are real and $T > 2\eta$ is a finite time horizon. All parameter estimates can be adapted to the time continuous setting analogously to Section 3.1.2, e.g., defining $\hat{\mu}(nt, n\eta) := \hat{\mu}(\lfloor nt \rfloor, \lfloor n\eta \rfloor)$, and analogously for the other terms.

Firstly, in Proposition 3.1, we obtain that the estimate of $\sigma^2$ from equation (47) is pointwise strongly consistent. Secondly, we investigate the limit behavior of a time continuous version of $(G_{h}^{LW})_i$ in Section 3.3 with respect to a functional limit law, see Proposition 3.4.

**Proposition 3.1 (Pointwise Strong Consistency of MLEs in the LW).** Let $LW(\vartheta, r, b, \sigma, C)$ be a uni-directional LW as in equation (3) and let $X_1, X_2, \ldots$ be a sequence of positions from this model. Let $\eta, t > 0$. Then the MLE $\hat{\mu}, \hat{b}$ and $\hat{\sigma}^2$ as stated in Proposition 2.2 are pointwise strongly consistent, i.e., as $n \to \infty$ almost surely

$$\hat{\mu}(nt, n\eta) \to \mu, \quad \hat{b}(nt, n\eta) \to b, \quad \hat{\sigma}^2(nt, n\eta) \to \sigma^2.$$ (17)

For the proof, the Strong Law of Large Numbers (SLLN) is adapted to a setting in which each summand is multiplied by a weight dependent on $n$ and the index of the summand. One versions of the SLLN for weighted sums and the proof of the strong consistency for $\hat{\mu}$ can be found in Appendix B. The proof of the strong consistency of $\hat{\sigma}^2$ follows the same structure but involves more tedious calculations. Together with the second required SLLN and the proof for the strong consistency of $\hat{b}$, it can be found in Supplement 4.

Now we define a time continuous version of (16) to investigate process convergence.

**Definition 3.2 (Process of Differences $\Gamma_{h,t}$).** Let $(X_i)_{i \in \{1, 2, \ldots\}}$ be a sequence of positions from an LW$(\vartheta, r, b, \sigma, C)$, and let $t \in \mathbb{R}$ and $\eta \in \mathbb{R}, \eta > 0$. Let $\hat{\mu}(i, h)$ be the MLEs of $\mu$ in the LW setting according to Proposition 2.2. Then, for $n \in \mathbb{N}$, let

$$\Gamma_{n\eta, nt} := \frac{\hat{\mu}(nt, n\eta) - \hat{\mu}(n(t - \eta), n\eta)}{\sqrt{\frac{24}{\lfloor n\eta \rfloor^2 - \lfloor n\eta \rfloor^2} \sigma^2}}.$$ (18)

Note that the two components of the process are stochastically independent by construction. Under the null hypothesis, cf. (3), the process $(\Gamma_{n\eta, nt})_t$
simplifies, noting also (29), to
\[
\Gamma_{n\eta,nt} = \left( \frac{2}{3}([n\eta]^3 - [n\eta])\sigma^2 \right)^{-1/2} \times \left( \sum_{j=1}^{[n\eta]} w_\mu(h,j)X_{[nt]+j} - \sum_{j=1}^{[n\eta]} w_\mu(h,j)X_{[nt]-[n\eta]+j} \right) = \left( \frac{2}{3}([n\eta]^3 - [n\eta]) \right)^{-1/2} \times \left( \sum_{j=1}^{[n\eta]} w_\mu(h,j) \left( Z_{[nt]+j} - Z_{[nt]-[n(\eta+1)]+j} \right) \right)
\]
where \( w_\mu(h,j) := 2j - [n\eta] - 1 \).

The second equality in the latter display is seen by plugging the definitions of \( X_{LW} \) and \( e_t \) from equations (3) and (2) into \( \Gamma_{n\eta,nt} \). Under the null hypothesis, the terms for the expected process \( e_t \) cancel out, leaving
\[
P \left( \sum_{j=1}^{[n\eta]} (2j - [n\eta] - 1) Z_{[nt]+j} - Z_{[nt]-[n(\eta+1)]+j} \right)
\]
in the numerator. As the scaling was chosen as the square root of the variance of the nominator, \( \text{Var}(\Gamma_{n\eta,nt}) = I_2 \), i.e., for fixed \( t \), \( \Gamma_{n\eta,nt} \) is standard normally distributed in \( \mathbb{R}^2 \). The covariance structure of each process component only depends on the window size \( \eta \).

A rejection threshold for the test can be obtained by simulation. In detail, for a given track \( x_1, \ldots, x_T, T \in \mathbb{N} \) (cmp. Figure 3 C), we derive the process \( (G_{h,i})_i \), \( i \in \{h, \ldots, T-h\} \) by shifting a double window of size \( 2h \) across the track to estimate the two dimensional expectation \( \hat{\mu}_L(i) := \hat{\mu}(i-h,h) \) and \( \hat{\mu}_R(i) := \hat{\mu}(i,h) \). The difference \( \hat{\mu}_R - \hat{\mu}_L \) is scaled according to Definition 3.2, resulting in the process \( G \) whose two components are illustrated in Figure 3 D and E. As a change in the expectation often affects both components, we can consider directly the two dimensional process \( G \) (panel F) and use the maximal deviation \( M_h(G) := \max_i \|G_{h,i}\|_2 \) as a test statistic. Then we simulate independent realizations of the process \( (\Gamma_{h,i})_i \) and derive the rejection threshold \( Q \) as the 95%-quantile of the maximal deviations \( M_h(\Gamma) := \max_i \|\Gamma_{h,i}\|_2 \) of the simulated processes. If \( M_h(G) > Q \), i.e., if the process \( (G_{h,i})_i \) passes outside the circle with radius \( Q \) around the origin, we reject the null hypothesis of no change points. For a rigorous justification neglecting rates of convergence see Remark 3.5.

After rejection of the null hypothesis, we estimate the number and location of change points using a procedure introduced in Messer et al. [40, 41] (see Figure 3 H-K). Let \( \hat{c}_1 := \arg\max_{i \in [h, T-h]} \|G_{h,i}\|_2 \) be the estimator for the first change point. Then the process \( G_{h,i} \) is deleted in the \( 2h \)-neighbourhood around the change point \( [\hat{c}_1 - h + 1, \hat{c}_1 + h] \) because in that area, \( G \) may be affected by the change point. Then we successively identify the maximal deviation of the remaining process \( G \) to add change point estimates to the set of estimated
change points \( \hat{C} = \{ \hat{c}_1, \hat{c}_2 \} \). This procedure is repeated until the remaining values of \( G_{h,i} \) are inside the rejection area.

### 3.3 The Limit Process

In this section we show the convergence in distribution of the process of differences \( (\Gamma_{n\eta,nt})_t := (\Gamma_{n\eta,nt}^{(1)}, \Gamma_{n\eta,nt}^{(2)})_t \) from Definition 3.2 towards a Gaussian limit process whose distribution does not depend on the model parameters. Note that by independence of the components of \( (\Gamma_{n\eta,nt}^{(1)}, \Gamma_{n\eta,nt}^{(2)})_t \), it is sufficient to show process convergence of the components individually.

Recall that we fix \( T > 0 \) and \( 0 < \eta < \frac{T}{2} \). We denote \( T := [\eta, T - \eta] \). We obtain the limit process with independent coordinates, which are distributed as the centered Gaussian process \( \Upsilon = (\Upsilon_t)_{t \in T} \) with the covariance function

\[
C : T \times T \to \mathbb{R}, \quad (s,t) \mapsto \kappa \left( \frac{s-t}{\eta} \right),
\]

where the normalized autocovariance function \( \kappa : [0, \infty) \to \mathbb{R} \) is given by (cmp. also Figure 3 G):

\[
\kappa(x) := \begin{cases} 
3x^3 - 3x^2 - \frac{3}{2}x + 1, & \text{for } 0 \leq x \leq 1, \\
-x^3 + 3x^2 - \frac{3}{2}x - 1, & \text{for } 1 \leq x \leq 2, \\
0, & \text{for } x \geq 2.
\end{cases}
\]

We now consider the first component \( d = 1 \) and require to normalize time. We set, cf. (18),

\[
\Upsilon_t^{(n)} := \Gamma_{n\eta,nt}^{(1)}, \quad t \in T,
\]

where \( \Upsilon_t := (\Upsilon_t^{(n)})_{t \in T} \) are considered as processes in the càdlàg space \( D(T) \) endowed with the topology induced by the supremum norm \( \| \cdot \|_\infty \).

The covariance functions \( C_n : T \times T \to \mathbb{R} \) of the processes \( \Upsilon_t^{(n)} \) converge uniformly to the covariance function \( C \) of the limit process, see (20), as stated in the following Proposition.

**Proposition 3.3.** We have uniformly in \( s, t \in T \) that

\[
C_n(s, t) \to C(s, t) \quad (n \to \infty).
\]

The proof can be found in Appendix C.3. The idea is to use that the process \( \Upsilon_t^{(n)} \) equals in distribution a weighted sum of independent standard normal variables \( \{W_j \mid j \in \mathbb{Z}\} \), cf. also (19),

\[
\Upsilon_t^{(n)} \overset{d}{=} \sqrt{\frac{3}{2}} (\lfloor n\eta \rfloor^3 - \lfloor n\eta \rfloor)^{-1/2} \sum_{j=-\infty}^{\infty} g_t^{(n)}(j)W_j,
\]
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where, for \( u \in \mathbb{R} \), \( g_u^{(n)} \) is a function, see (32), containing the weights in the estimator \( \hat{\mu} \). Then the covariance function \( C_n(s, t) \) can be interpreted as a Riemann sum, which uniformly converges to the function \( C(s, t) \) as in equation (20). The proof can be found in Appendix C.3.

Then as main result in this section we have the following process convergence:

**Proposition 3.4.** For the processes \( \Upsilon^{(n)} \) and \( \Upsilon \) defined above we have convergence in distribution

\[
\Upsilon^{(n)} \xrightarrow{d} \Upsilon \quad (n \to \infty)
\]

within the càdlàg space \((D(\mathbb{T}), \| \cdot \|_\infty)\).

The proof of Proposition 3.4 consists of showing convergence of the finite dimensional marginals (fdd convergence) and tightness. We use a criterion for the space \((D(\mathbb{T}), \| \cdot \|_\infty)\), which can be found in Pollard [50, Section V, Theorem 3]. The fdd convergence follows from the convergence of the covariance functions in Proposition 3.3 and Lévy’s continuity theorem. To verify the condition for tightness we exploit that the \( \Upsilon^{(n)} \) are Gaussian processes, allowing to apply a bound of Dirksen [14], which is based on Talagrand’s [57, 58] generic chaining method. The proof of Proposition 3.4 can be found in Appendix C.4.

**Remark 3.5.** Note that the convergence in Proposition 3.4 can also be obtained for a time continuous version \( G^{(n)} \) of \( G^{LW}_{h,i} \) from equation (16) defined analogously to the process \((\Gamma_{nn,nt})_t\) in Definition 3.2. This requires to strengthen the consistency in Proposition 3.1 to uniform consistency, so that the Lemma of Slutsky can be applied.

### 3.4 Simulations and multi scale approach

Because the results in the previous section are asymptotic, it is important to investigate the empirical significance level for finite data sets. Here we compare simulations of the classical MOSUM approach in the RW setting described in Section 3.1.2 with the new moving kernel approach in the LW setting described in Section 3.2. Figure 4 A indicates that a significance level of 5% is obtained for a window of about \( h = 30 \) for the LW, while it is still considerably increased for \( h = 30 \) in the RW due to the summation of error terms in the test statistic and the higher variability in the underlying tracks. We therefore recommend to choose at least \( h = 30 \) for the LW and \( h = 50 \) for the RW. Similarly, due to the smaller variance, the test power is higher for the LW than for the RW case both for changes in direction and in step length (Figure 4 B and C).

Due to the difference in model assumptions, erroneous application of the RW method to LW tracks typically is conservative and yields an underestimation of change points (Figure 4 D, left). This is because the RW shows more variability in positions due to the summation of error terms, and this variability is inherited by the process \((G_{h,t})^{1,RW}_t\). Therefore the rejection threshold in the RW case
is generally higher. Vice versa, erroneous application of the LW to RW tracks tends to yield a higher number of falsely detected change points (Figure 4 D, right).

Interestingly, the present methods are compatible with the combined use of multiple windows $H := \{h_1, h_2, \ldots, h_K\}, K \in \mathbb{N}$ [cmp. 40, 41]. To that end, one can calculate the process $G_{h_k,i}$ for every window size $h_k \in H$ and then use the maximum $M := \max_{k=1, \ldots, K} M_{h_k}$ of all maxima across processes as a test statistic. The threshold $Q$ can be simulated analogously to the one window approach. That means we simulate, for every $h_k$, the process $\Gamma_{h_k,i}$ (Definition 3.2), where for each individual simulation, the processes of all window sizes $h_k \in H$ are based on the same realization of the random sequence $Z := (Z_i)_{i \in \mathbb{N}_0}$. Thus, the processes $\Gamma_{h_k,i}$ are related across the different windows in the same way as the processes $G_{h_k,i}$. We then obtain the distribution of the maximum $M$ of all maximal distances of $\Gamma_{h_k,i}$ to the origin. Its 95%-quantile serves as the new rejection threshold $Q$.

The CPD is performed by using the global threshold $Q$ on each process $(G_{h_k,i})$. The sets of change points derived for each individual window are then combined into a final set starting with the change points estimated in the smallest window and then successively adding change points from larger windows to a set of 'accepted' change points if their respective $2h_k$-neighborhood does not contain an already accepted change point [cmp. 40].

Figure 4 E illustrates an example in which two large change points in direction in short succession are followed by one small change in step length. Panel F illustrates the processes $\Gamma$ for different window sizes, and panel G shows only the distances from the origin as a function of time. As one can see in panel G, only the combination of multiple window sizes allowed the detection of all change points. While short term changes could be detected by smaller windows, small change on a large time scale required a larger temporal window. Thus, a combination of multiple windows is particularly interesting if one aims at detecting changes at multiple time scales.

4 Application

Here we apply the statistical test and CPD to example tracks from the data set of organelle movements introduced in Section 1.1. The data set consisted of 41 planar tracks representing the movement of cell-organelles of the type plastid and of 12 planar tracks of the peroxisomes in the root cells of *Arabidopsis thaliana*.

We first present the analysis in the LW model and show a comparison to the detected change points within the RW in section 4.1. We use a window size of $h = 30$ to adhere to the chosen significance level of 5% as suggested by the simulations in Section 3.4. As we will see, a high number of big changes is estimated with this single window only, and estimated change points are sometimes quite close together. We therefore used only the smallest possible
Figure 4: (A–D) Simulations on the bivariate CPD comparing LW and RW, $T = 400$, $\vartheta = 35$, $b = (0, 0)$, $\sigma^2 = 0.5$, 1000 simulations per parameter set. (A) Empirical significance level as a function of $\sigma^2$ and step length (color coded), $h \in \{10, 30\}$. (B) Test power on tracks with one change point in $\vartheta$ for varying magnitude of this change and varying step length, change point at $t = 200$. (C) Test power on tracks with one change in step length for varying magnitude of this change and varying window sizes (color coded). Other parameters are: $r_{pre-cp} = 0.5$, $h \in \{30, 50, 100\}$. (D) Application of the bivariate CPD from both models to a LW (left) and a RW (right). Parameters for both tracks and CPD algorithms are $\vartheta = (55^\circ, 55^\circ, -55^\circ)$, $r = (0.2, 1, 1)$, $b = (0, 0)$, $\sigma^2 = 1$, $T = 300$, change point set $\{80, 150\}$, $h = 30$. (E,F) Multi window CPD. (E) Simulated track LW track with two changes in direction and one change in step length, true change points marked as points, $T = 530$, $\vartheta = (55^\circ, -55^\circ, -45^\circ, -45^\circ)$, $r = (1, 1, 1, 0.85)$, $\sigma = 3$, $b = (0, 0)$, $CPs = (50, 110, 345)$, $H = (30, 50, 100)$. (F) The absolute deviation of the difference processes $G_h$ for different window sizes $h$ as a function of time. Colours of window sizes indicated in G. Vertical lines indicate true change points, circles indicate estimated change points.
window instead of a set of multiple windows in order to keep the test power of this individual window as high as possible.

Figure 5 A and B show our two example tracks, where blue and orange points indicate change points in direction and step size, respectively, estimated within the LW model. As one can see, the LW method estimates a number of change points, particularly at prominent changes in the movement direction, that are visible by eye.

The leaf plot

In order to analyse the detected change points in more detail and to distinguish between change points in the direction and in the step length, we propose to use the original parameterization of direction and step length in a graphical approach. To that end, we calculate the process of differences in direction, $D^\vartheta_t := D_t(\hat{\vartheta}_\ell, \hat{\vartheta}_r)$ and in step length, $D^r_t := D_t(\hat{r}_\ell, \hat{r}_r)$ in a moving double window as described in equation (44). We then plot these difference processes against each other in a bivariate plot.

This plot will be called leaf plot for short because ideal change points show up in leaf form in the bivariate difference process representation. Figure 5 M and N show simple examples of such leaves for three simulated LWs with different change points. The green process shows a change point in step length, which is illustrated in the leaf plot as a degenerated flat leaf in which only the difference process $D^r_t$ on the $x$-axis deviates from zero. Second, in pale brown, we see a track with a change only in the movement direction in panel M. The corresponding leaf in panel N deviates from the origin in the vertical direction, where the maximal deviation is expected at the time of the change point in direction. Note that this leaf also shows slight horizontal deviations around the change point in direction. This does not indicate changes in the step length but is caused by the fact that a change point in the direction tends to slightly bias the estimates in the step length in the area around this change point (cmp. Supplement 1). Third, in light blue, we see a change in direction and step length occurring at the same time, which shows up in a diagonally oriented leaf in panel N.

For track 102, we observe the leaf plot in panel E, where its leaves, i.e., the sections of the process around the estimated change points, are depicted individually in panels I-L. The numbers next to the blue and orange points indicate the temporal order of detected change points in the track. Interestingly, most estimated change points show up in vertical deviations in the leaf plot, with a maximal difference in directions of almost $\pi$, suggesting strong changes in the movement direction (blue points).

In addition to these strong changes in the movement direction, we also observe one horizontal deviation in the leaf plot at change point no. 3 (orange point), suggesting an increase in step length at this location.

In order to interpret leaves that do not correspond completely to the stereotypical form indicated in panel N, we observe that such phenomena will occur
Figure 5: (A, B) Tracks 102 and 434 from the Plastid data set. Change points estimated with the $CPD_{LW}$ and $h = 30$ (blue+orange dots). Tracks between change points color coded. (C)+(D) Tracks 17 and 23 from the peroxisome data set analysed with $CPD_{LW}$ and $h = 30$. (E)-(H) Corresponding leaf plots to (A)-(D), created with $h = 30$ in (E, F, H) and $h = 20$ in (G). (I-L) Leaf plot from (A) separated in different change points. (M) Simulated LW tracks with Parameters (pale brown track) $\vartheta = (-135, 10)$, $r = 0.1$, $b = (0, 0)$, $\sigma = 0.15$, $T = 400$, $t_{CP} = 200$, (green track) $\vartheta = (35, 35)$, $r = (0.1, 0.5)$, $b = (0, 0)$, $\sigma = 0.25$, $T = 300$, $t_{CP} = 100$, (blue track) $\vartheta = (-105, 10)$, $r = (0.1, 0.25)$, $b = (0, 0)$, $\sigma = 0.25$, $T = 400$, $t_{CP} = 200$ with true change points (red). (N) Leaf plot of the tracks with the corresponding colour from (M). (O-Q) Leaf plots of the loop of change point no 4 in Track 102 with $h = 30$ (O), $h = 20$ (P) and $h = 10$ (Q). (R-T): Leaf plots of a simulated track with small standard deviation and three change points analyzed with $h = 15$ (T), $h = 30$ (S) and $h = 45$ (R). Simulated leaves are separated for small window sizes in T and S and merge for bigger windows (R).
if successive change points are closer than the window size $h$. This is illustrated in Figure 5 O-T by comparison to a simulation. The respective loop of track 102 is shown in panel O with an analysis window $h = 30$. Decreasing the window size to $h = 20$ (panel P) yields one vertical leaf indicating a change point in direction and another structure indicating additional change points on even smaller time scales. Reducing the window size further to $h = 10$ (panel Q) however does not reveal new leaves due to high empirical variability. Therefore, panels R-T illustrate a simulation with small variability and comparable effects. In panel T, we observe three distinct leaves corresponding to three simulated change points (blue points) in short succession in a leaf plot with small $h = 15$. Successively increasing the window size yields similar structures as observed in the track (panels S and R).

Therefore, the leaf plot may allow the visual classification of detected change points into directional changes (vertical leaves), step length changes (horizontal leaves) and simultaneous changes (diagonal leaves). In addition, loop like structures can be indicative of the analysis window overlapping more than one change point.

**Further examples**

As another example of a plastid track, Figure 5 B and F shows the estimated change points of Track 434. The results are highly similar, showing a number of strong changes in direction by about $\pi$ (e.g., change points no. 3, 4, 6, 7, blue points) as well as changes in the step length (change points no. 2 and 5, orange points). Panels 5 C, D, G, H show further examples of peroxisome tracks, which indicate similar behavior. Most interestingly, the peroxisome tracks show clear changes in the step length. For example, track 17 shows a higher step length between change points no. 1 and 2 (Figure 5 C, orange point) indicated by the horizontal leaves around change point 2 (panel G, orange point). Similarly, peroxisome track 23 (panels D and H) shows a strong change in the speed at the last change point no. 4 (orange point in panel E), as indicated by the horizontal deviation on the right of the leaf plot (panel H, $h = 30$).

**4.1 Comparison of the LW and RW approach**

As explained above in Section 2.1 and 2.2, the LW was explicitly designed to describe movements along roughly linear cellular structures. Accordingly, the change points detected with the LW method often agree with visual inspection, suggesting a number of strong changes in movement direction, and also changes in step length. In comparison, the RW method estimates considerably fewer change points. In track 434, the null hypothesis of no change points was not even rejected. This is illustrated in Figure 6 B, which shows no green circles, i.e., no estimated change points in the RW approach. For track 102, the RW approach estimated only four change points (green circles in Figure 6 A), particularly missing visually prominent changes in direction. This is in line with the
observation that the RW-CPD tends to overlook change points when applied to an LW (Section 3.4).

As an additional visual comparison, we simulated LW and RW tracks with piecewise constant movement direction and speed in Figure 6 C-F. To that end, we estimated the piecewise constant movement direction and step length from the organelle tracks within each section between detected change points, both for the LW and the RW, using the model specific estimators of parameters and change points described earlier. We then simulated LW and RW tracks with these estimates. Again, the LW shows strong linear components similar to the shown organelle tracks, while the RW has weaker linear parts and a tendency to show a curled behaviour.

Figure 6: Tracks 102 (A) and 434 (B) with change points estimated by with the CPD\textsubscript{LW} (blue dots) and CPD\textsubscript{RW} (green dots) marked, h=30. Simulated LW-tracks with the estimated CPD\textsubscript{LW} change points, direction and step length estimated between change points, variance estimated as median of (σ\textsuperscript{2}t)\textsubscript{t} from track 102 (C) and track 434 (D). Simulated RW-tracks with the estimated CPD\textsubscript{RW} change points, direction and step length estimated between change points, variance estimated as median of (σ\textsuperscript{2}t)\textsubscript{t} from track 102 (E) and track 434 (F).

5 Discussion

This paper followed three main aims. The first goal was to derive a stochastic model with which movements of cell organelles can be described. Specifically, a data set of plastide movements indicated that organelles can move in a rather linear manner, following piecewise linear structures with abrupt changes in movement direction and speed. Therefore, the second aim of the paper was to develop an analysis method that can statistically test for changes in the movement direction and speed. Third, if the null hypothesis of no changes is rejected,
we aimed at estimating the locations of the change points and at distinguishing between changes in the direction and the step length.

Concerning the first aim, we have presented a new stochastic model for the description of two-dimensional movement patterns. The model is called here a linear walk (LW) in order to stress similarities as well as differences to the standard random walk (RW) assumptions. On the one hand, the LW assumes, similar to the RW, that movement has a piecewise constant direction and speed and that each step is drawn from a probability distribution. On the other hand, movement within a LW follows more strictly a straight line than the RW by assuming that observations are equidistant points on a straight line offset by independent random errors. As a consequence, increments in a LW show a clear dependence structure of order one and allow for a relatively strict movement along linear structures as is observed in cell organelle movements reported here.

In order to address the second aim, i.e., to test for changes in movement direction, we used a moving window approach and first explained parameter estimation within the LW. Illustrating that a univariate analysis of the movement direction requires assuming a constant step length, we switched to a bivariate setting in which the polar parametrization is transformed into a cartesian parametrization. Because a classical MOSUM approach is limited in the LW setting, we used the new MLEs to derive a new moving kernel statistic replacing the MOSUM process. We then showed convergence of the resulting process, assuming the true scaling, to a limit Gaussian process which is independent from the model parameters, and we also showed pointwise strong consistency of the variance estimator. These theoretical results motivated the use of our new moving kernel statistic within the LW, where we replaced the true scaling by the variance estimator in order to show good performance with respect to significance level and test power via simulations.

Estimation of change points as described in the third aim can then be performed with a straightforward algorithm. In particular, we showed that the described method can be easily applied using a whole set of multiple window sizes in order to perform change point detection on multiple time scales simultaneously. Finally, we proposed a graphical technique called the leaf plot in order to distinguish qualitatively between change points in the direction and step length. In the leaf plot, local differences in the estimated step length are plotted against local differences in the estimated movement direction in a moving window analysis, thus reverting back to the polar parametrization. The form of the resulting leaves allows a qualitative discrimination between changes in the individual parameters. The analysis of the sample data set then indicated a high number of estimated change points both in the direction and step length, where most directional change points ranged around the value of \( \pi \), indicating a frequent quasi reversal of the organelle movement direction.

The LW presented here has a number of advantages. Most importantly, it describes visually observable sections of roughly constant movement direction. All model parameters have a clear and simple interpretation and can be estimated from the data. Also, by assuming absolute angles instead of the widely used turning angles, the LW allows to distinguish between phases of fast linear
movement that show different absolute movement directions as observed in the present data set. As compared to the RW, the latter cannot keep an absolute movement direction due to independence of increments. If one would aim at combining an RW with the idea of a roughly constant absolute direction, this would require further technical assumptions such as for example attraction points, where their number and location would need to be pre-specified. In many example tracks, the change points estimated with the LW corresponded closely to visual inspection, whereas only few change points were estimated in the RW case.

However, one should also note that the visual correspondence of the LW with the patterns of organelle tracks has limits. In particular, one can observe that LW tracks do not appear perfectly organic due to the negative serial correlation of increments, which is caused by the independence of offsets of each measurement point from the line. It would be interesting to study extended models in which the strong serial correlation is weakened, for example by a slow backward drift towards the underlying line. Such assumptions would, however, come at the cost of higher technical complexity.

Considering the statistical test and change point detection algorithm, we have shown that methods for multiple window sizes derived earlier [40] can easily be applied in the present setting. Thus, the present analysis also allows for the analysis and estimation of change points in movement direction and speed on multiple time scales. One should, however, note that when applying the asymptotic procedure, a minimal window of size $h = 30$ (for the LW) should be applied in order to keep the required significance level. As a consequence, change points that occur in faster succession cannot be detected. They will, however, show up in loops and other shapes in the leaf plot indicating the potential existence of additional change points.

Finally, one should also note that although the statistical test and change point estimation were derived and presented for two dimensional movements, they are easily applicable to an arbitrary number of dimensions. This is because the theoretical results rely on the behaviour of the processes in one single dimension, where errors in all directions are assumed independent. Therefore, these methods can be extended to an arbitrary number of dimensions.

In Supplement 5, we provide an R code that implements the statistical test for and change point estimation as well as basic representation of a two-dimensional track with its estimated change points. The algorithm directly uses multiple windows for change point detection and illustrates the estimated change points in a leaf plot.

We thus believe that the present paper can contribute to the theoretical understanding and application of change point analysis of biological movement patterns that show abrupt changes in their movement direction and speed.
A Proof of Proposition 2.2

Let $X_{i+1}, X_{i+2}, \ldots, X_{i+h}$ be a sequence of positions from a uni-directional LW$(\vartheta, r, h, \sigma, \emptyset)$. Then all $X^{(d)}_{i+j}$ are independent for all $j = 1, \ldots, h$ and $d = 1, 2$ and with distribution

$$X^{(d)}_{i+j} \sim \mathcal{N}\left((i + j)\mu^{(d)} + b^{(d)}, \sigma^2\right),$$

with

$$(\mu^{(1)}, \mu^{(2)}) = (r \cdot \cos(\vartheta), r \cdot \sin(\vartheta)).$$

The corresponding log-likelihood is given by

$$-h \log 2\pi\sigma^2 - \frac{1}{2\sigma^2} \sum_{d=1,2} \sum_{j=1}^h \left( X^{(d)}_{i+j} - (i + j)\mu^{(d)} - b^{(d)} \right)^2.$$  \hspace{1cm} (24)

Differentiating with respect to $\mu^{(d)}$ and $b^{(d)}$ for fixed $d$ results in the following system of equations

$$\sum_{j=1}^h (i + j) \left( X^{(d)}_{i+j} - (i + j)\mu^{(d)} - b^{(d)} \right) = 0,$$  \hspace{1cm} (25)

$$\sum_{j=1}^h \left( X^{(d)}_{i+j} - (i + j)\mu^{(d)} - b^{(d)} \right) = 0.$$  \hspace{1cm} (26)

In (25) we use the short notation $s_1 := \sum_{j=1}^h (i + j)$ and $s_2 := \sum_{j=1}^h (i + j)^2$ to solve for $\hat{\mu}^{(d)}$ as a function of $\hat{b}^{(d)}$,

$$\hat{\mu}^{(d)} = \frac{1}{s_2} \sum_{j=1}^h (i + j)X^{(d)}_{i+j} - \frac{s_1}{s_2} \hat{b}^{(d)}.$$  \hspace{1cm} (27)

Now we solve (26) for $\hat{b}^{(d)}$ and replace $\hat{\mu}^{(d)}$ by the term in (27),

$$\hat{b}^{(d)} = \frac{1}{h} \sum_{j=1}^h X^{(d)}_{i+j} - \frac{\hat{\mu}^{(d)}}{h} s_1$$

$$= \frac{1}{h} \sum_{j=1}^h \left( 1 - \frac{s_1}{s_2} (i + j) \right) X^{(d)}_{i+j} + \frac{s_1^2}{h \cdot s_2} \hat{b}^{(d)}.$$

This yields

$$\hat{b}^{(d)} = \frac{1}{s_1^2 - s_2 h} \sum_{j=1}^h (s_1 (i + j) - s_2) X^{(d)}_{i+j}.$$  \hspace{1cm} (28)
Inserting $s_1 = h(h + 2t + 1)/2$ and $s_2 = h(2h^2 + gth + 3h + 6t^2 + 6t + 1)/6$ yields

$$\hat{b}(d) = (h^3 - h)^{-1} \sum_{j=1}^{h} w_b(h, i, j) X_{i+j}^{(d)}, \quad \text{where}$$

$$w_b(h, i, j) := (-6hj - 12ji - 6j + 4h^2 + 6hi + 6h + 6i + 2).$$

To derive $\hat{\mu}(d)$ we plug in (28) in (27), which yields

$$\hat{\mu}(d) = \frac{1}{s_2h - s_1^2} \sum_{j=1}^{h} (h(i + j) - s_1) X_{i+j}^{(d)}$$

$$= \frac{6}{h^3 - h} \sum_{j=1}^{h} (2j - h - 1) X_{i+j}^{(d)}$$

$$= \frac{6}{h^3 - h} \sum_{j=1}^{\lfloor \frac{h}{2} \rfloor} (h - (2j - 1)) \left( X_{i+j}^{(d)} - X_{i+h-j+1}^{(d)} \right).$$

For the estimation of $\sigma^2$ we differentiate (24) with respect to $\sigma^2$ and obtain equation (47). For an interpretable notation of $\hat{b}$, we note that

$$w_b(h, i, j) = -\frac{(i + (h + 1)/2)}{6(2j - h - 1)} + \frac{(h^2 - 1)}{6(2j - h - 1)}.$$

This implies

$$\hat{b} = \frac{1}{h(h^2 - 1)} \sum_{j=1}^{h} (h^2 - 1) X_{i+j} - (i + (h + 1)/2) \hat{\mu}$$

$$= \bar{X} - (i + (h + 1)/2) \hat{\mu},$$

where $\bar{X} := h^{-1} \sum_{j=1}^{h} X_{i+j}$ denotes the mean of the observed points. Unbiasedness of the MLEs is shown in Supplement 3.

**B Proof of Part 1 of Proposition 3.1**

To show the strong consistency of $\hat{\mu}(d)$ we use a variation of the SLLN for a setting of weighted sums. The proof of the strong consistency of $\hat{\sigma}^2$ follows the same structure but involves more tedious calculations. Together with the second required SLLN and the proof for the strong consistency of $\hat{b}$, it can be found in Supplement 4.

**Proposition B.1 (SLLN with weights).**
Let $X_j$ be independent with $\mathbb{E}[X_j] = 0$, but not necessarily identically distributed random variables with $\sup_{j \geq 1} \mathbb{E}[X_j^4] < \infty$. Let $S_n := \sum_{j=1}^{m_n} v(n,j)X_j$, where $m_n \in \mathbb{N}$ and $v(n,j) \in \mathbb{R}$ are weights. Then $\lim_{n \to \infty} S_n = 0$ almost surely if

$$\sum_{j=1}^{m_n} v(n,j)^2 \in O(n^{-1}).$$

(30)

Proposition C.4 can be proven by a standard argument based on the Lemma of Borel–Cantelli and Markov’s inequality.

Strong consistency of $\hat{\mu}^{(d)}$ is now shown by verifying condition 1 in Proposition C.4. The MLE for $\mu^{(d)}$ in the time continuous setting is given by

$$\hat{\mu}^{(d)}(nt, \lfloor nt \rfloor) = \frac{6}{(\lfloor nt \rfloor^3 - \lfloor n\eta \rfloor^3)} \sum_{j=1}^{\lfloor n\eta \rfloor} (2j - \lfloor n\eta \rfloor - 1) X^{(d)}_{\lfloor nt \rfloor + j}
\quad \text{with}
v(n,j) := \frac{6(2j - \lfloor n\eta \rfloor - 1)}{(\lfloor n\eta \rfloor^3 - \lfloor n\eta \rfloor^3)}.
$$

Since $X^{(d)}_{\lfloor nt \rfloor + j} \sim \mathcal{N}(\lfloor nt \rfloor + j)\mu^{(d)}$, the fourth moment of $X^{(d)}_{\lfloor nt \rfloor + j}$ exists and since $\hat{\mu}^{(d)}$ is unbiased, it suffices to show that as $n \to \infty$, $(\hat{\mu}(nt, \lfloor n\eta \rfloor) - \mu) \to 0$ almost surely. According to Proposition C.4, it is therefore sufficient to show that $\sum_{j=1}^{m(n)} v(n,j)^2 \in O(n^{-1})$. This holds because

$$\sum_{j=1}^{\lfloor n\eta \rfloor} v(n,j)^2 = \frac{6^2}{(\lfloor n\eta \rfloor^3 - \lfloor n\eta \rfloor^3)} \sum_{j=1}^{\lfloor n\eta \rfloor} (2j - \lfloor n\eta \rfloor - 1)^2
\quad \text{with}
\sum_{j=1}^{\lfloor n\eta \rfloor} v(n,j)^2 \in O(n^{-3}) \in O(n^{-1}).$$

C Proof of convergence of $\Upsilon^{(n)}$ to $\Upsilon$

C.1 The limit process

Recall that we fix $T > 0$ and $0 < \eta < \frac{T}{2}$, denote $\mathbb{T} := \lfloor \eta, T - \eta \rfloor$ and define a centered Gaussian process $\Upsilon = (\Upsilon_t)_{t \in \mathbb{T}}$ by its covariance function $C : \mathbb{T} \times \mathbb{T} \to \mathbb{R}$ defined in (20). By a criterion of Fernique [17] we obtain that we have a version of $\Upsilon$ with continuous sample paths. (Choose, e.g., $\psi(x) := 6(x/\eta)^3$ in the formulation of Marcus and Shepp [35].) The space of continuous functions on $\mathbb{T}$ is denoted by $C(\mathbb{T})$. 
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Remark C.1. We will not make use of the fact that \((\Upsilon_t)_{t \in \mathbb{T}}\) has a representation as an Itô-integral with respect to Brownian motion with a deterministic kernel: With the functions \(g_u\) defined in (34) we have, in distribution,

\[
\langle \Upsilon_t \rangle_{t \in \mathbb{T}} = \left( \sqrt{\frac{3}{2}} 2^{-3/2} \int_{t-\eta}^{t+\eta} g_t(v) dB_v \right)_{t \in \mathbb{T}},
\]

where \((B_v)_{v \in [0, \infty)}\) denotes standard Brownian motion.

C.2 The discrete processes for fixed \(n\)

Recall that the processes \(\Upsilon^{(n)} \) are defined, see also (19), by \(\Upsilon^{(n)}_t := \Gamma^{(1)}_{n\eta,nt} \) with

\[
\Gamma^{(1)}_{n\eta,nt} = \left( \frac{2}{3} \left( [n\eta]^3 - [n\eta] \right) \right)^{-1/2} \times \left( \sum_{j=1}^{[n\eta]} (2j - [n\eta] - 1) \left( Z_{[nt]+j}^{(1)} - Z_{[nt]-[n(\eta+1)]+j}^{(1)} \right) \right)
\]

and considered as processes in the càdlàg space \(D(\mathbb{T})\) endowed with the topology induced by the supremum norm \(\| \cdot \|_{\infty}\). Note that they are measurable. To prepare for the process convergence of the \(\Upsilon^{(n)} \) in Proposition 3.4 we first study the covariance functions of \(\Upsilon^{(n)}\) and \(\Upsilon\).

C.3 The covariance functions

Recall the definition of \(C\) in (20) and further denote the covariance function of \(\Upsilon^{(n)}\) by

\[
C_n(s, t) := \text{Cov}(\Upsilon^{(n)}_s, \Upsilon^{(n)}_t) = \mathbb{E}[\Upsilon^{(n)}_s \Upsilon^{(n)}_t].
\]

We show uniform convergence of the covariance functions as stated in Proposition 3.3.

Proof of Proposition 3.3. In order to obtain a convenient form of the covariance functions of the \(\Upsilon^{(n)}\) we note that, see (23), we have

\[
\Upsilon^{(n)}_t = \sqrt{\frac{3}{2}} \left( [n\eta]^3 - [n\eta] \right)^{-1/2} \sum_{j=-\infty}^{\infty} g^{(n)}_t(j) W_j, \tag{31}
\]

where \(\{W_j \mid j \in \mathbb{Z}\}\) is a set of independent standard normal \(\mathcal{N}(0, 1)\) distributed random variables and, for \(u \in \mathbb{R}\), functions \(g^{(n)}(u)\) are defined by

\[
g^{(n)}_u : \mathbb{Z} \to \mathbb{R} \tag{32}
\]
with

\[
j \mapsto \begin{cases} 
2|j - \lfloor nu \rfloor| - \lfloor n\eta \rfloor + 1, & \text{for } j = \lfloor nu \rfloor, \\
2|j - \lfloor nu \rfloor| - \lfloor n\eta \rfloor + \text{sgn}(\lfloor nu \rfloor - j), & 0 < |\lfloor nu \rfloor - j| < |n\eta| \\
0, & \text{otherwise,}
\end{cases}
\]

for \(j = \lfloor nu \rfloor\), \(0 < |\lfloor nu \rfloor - j| < |n\eta|\) and \(j < \lfloor nu \rfloor\) or \(0 < |\lfloor nu \rfloor - j| \leq |n\eta|\) and \(j > \lfloor nu \rfloor\),

with

\[
\text{sgn}(x) := \begin{cases} 
1, & \text{for } x > 0, \\
0, & \text{for } x = 0, \\
-1, & \text{for } x < 0.
\end{cases}
\]

Since \(\{W_j \mid j \in \mathbb{Z}\}\) is a set of independent standard normal random variables we obtain

\[
C_n(s, t) = 3 \frac{3}{2(|n\eta|)^3 - |n\eta|} \sum_{j=-\infty}^{\infty} g_s^{(n)}(j)g_t^{(n)}(j)
= \frac{3}{2(\eta^3 - \eta/n^2)} + O(1/n) \left\{ \frac{1}{n} \sum_{j=-\infty}^{\infty} \left( \frac{1}{n} g_s^{(n)}(j) \right) \left( \frac{1}{n} g_t^{(n)}(j) \right) \right\}.
\]

We interpret the expression within \{·\} in (33) as a Riemann sum. For this, we define functions \(g_u\) for \(u \in \mathbb{R}\) by

\[
g_u : \mathbb{R} \to \mathbb{R}, \quad x \mapsto (2|x - u| - \eta) 1_{|u-\eta,u+\eta|}(x),
\]

where \(1_A\) denotes the indicator function of a set \(A\). Now, the expression within \{·\} in (33) is a Riemann sum for the integral \(\int_{-\infty}^{\infty} g_s(x)g_t(x) \, dx\) up to summands of the order \(O(1/n)\), using the big-O notation. We obtain, as \(n \to \infty\), that

\[
\left| \frac{1}{n} \sum_{j=-\infty}^{\infty} \left( \frac{1}{n} g_s^{(n)}(j) \right) \left( \frac{1}{n} g_t^{(n)}(j) \right) - \int_{-\infty}^{\infty} g_s(x)g_t(x) \, dx \right| = O \left( \frac{1}{n} \right)
\]

uniformly within \(s, t \in T\). An evaluation of the integral \(\int_{-\infty}^{\infty} g_s(x)g_t(x) \, dx\) can be done by slightly tedious but elementary calculations and yields

\[
\frac{3}{2\eta^3} \int_{-\infty}^{\infty} g_s(x)g_t(x) \, dx = \kappa \left( \frac{|s-t|}{\eta} \right) = C(s, t)
\]

with \(\kappa\) and \(C\) given in (21) and (20) respectively. Combining (33), (35) and (36) we obtain as \(n \to \infty\) that

\[
C_n(s, t) = \text{Cov}(\Upsilon_s^{(n)}, \Upsilon_t^{(n)}) \to \text{Cov}(\Upsilon_s, \Upsilon_t) = C(s, t)
\]

uniformly within \(s, t \in T\).
The Gaussian processes \( \mathcal{Y} \) and \( \mathcal{Y}^{(n)} \) induce canonical metrics on \( \mathbb{T} \) by

\[ d_{\infty}(s, t) := \| \mathcal{Y}_t - \mathcal{Y}_s \|_2 := \mathbb{E}[\| \mathcal{Y}_t - \mathcal{Y}_s \|^2]^{1/2}, \]
\[ d_n(s, t) := \| \mathcal{Y}_t^{(n)} - \mathcal{Y}_s^{(n)} \|_2. \]

Later, we need an upper bound on the \( d_n \) for \( |s - t| \) small.

**Proposition C.2.** There exists a constant \( 0 < c_\eta < \infty \), depending on \( \eta \), such that for the canonical distances of \( \mathcal{Y} \) and \( \mathcal{Y}^{(n)} \) we have

\[ d_n(s, t) \leq c_\eta |s - t|^{1/2}, \]

for all \( s, t \in \mathbb{T} \) with \( |s - t| \leq \eta \) and all \( n \in \mathbb{N} \cup \{ \infty \} \).

**Proof.** For \( s, t \in \mathbb{T} \) with \( |s - t| \leq \eta \) we obtain with (21) and (20) that

\[ d_{\infty}(s, t) = \left( \text{Var}(\mathcal{Y}_t - \mathcal{Y}_s) \right)^{1/2} = (2(1 - C(s, t)))^{1/2} \]
\[ = \left( 2 \left( \frac{3 |s - t|}{2 \eta} + 3 \frac{|s - t|^2}{\eta^2} - 3 \frac{|s - t|^3}{\eta^3} \right) \right)^{1/2} \]
\[ \leq \left( 3 \frac{|s - t|}{\eta} + 6 \frac{|s - t|}{\eta} \right)^{1/2} = \frac{3}{\sqrt{\eta}} |s - t|^{1/2}. \]  

(37)

Note that \( \text{Var}(\mathcal{Y}_t) = \text{Var}(\mathcal{Y}_t^{(n)}) = 1 \) for all \( t \) implies, using notation introduced in the proof of Proposition 3.3, that

\[ \frac{1}{n} \sum_{j=-\infty}^{\infty} \left( \frac{1}{n} g_t^{(n)}(j) \right) \left( \frac{1}{n} g_t^{(n)}(j) \right) = \int_{-\infty}^{\infty} g_t(x) g_t(x) \, dx = 1. \]

Hence, by triangle inequality, (33) and (35), we obtain

\[ \frac{2(\eta^3 - \eta/n^2) + O(1/n)}{3} |C_n(s, t) - C(s, t)| \]
\[ \leq \left| \frac{1}{n} \sum_{j=-\infty}^{\infty} \left( \frac{1}{n} g_t^{(n)}(j) \right) \left( \frac{1}{n} g_t^{(n)}(j) \right) - \frac{1}{n} \sum_{j=-\infty}^{\infty} \left( \frac{1}{n} g_t^{(n)}(j) \right) \left( \frac{1}{n} g_t^{(n)}(j) \right) \right| \]
\[ + \left| \int_{-\infty}^{\infty} g_t(x) g_t(x) \, dx - \int_{-\infty}^{\infty} g_s(x) g_t(x) \, dx \right| \]
\[ \leq \frac{1}{n} \sum_{j=-\infty}^{\infty} \left| \frac{1}{n} g_s^{(n)}(j) - \frac{1}{n} g_t^{(n)}(j) \right| \left| \frac{1}{n} g_t^{(n)}(j) \right| + \int_{-\infty}^{\infty} |g_t(x)| |g_t(x) - g_s(x)| \, dx \]
\[ \leq c |s - t|, \]

with appropriate \( 0 < c < \infty \) uniformly in \( n \), noting that \( \frac{1}{n} g_s^{(n)}(j) - \frac{1}{n} g_t^{(n)}(j) \) \( \leq 2|s - t| \) for all \( j = \lfloor n(s \wedge t) \rfloor - [n\eta], \ldots, \lfloor n(s \vee t) \rfloor + [n\eta] \) and \( |g_t(x) - g_s(x)| \leq 2|s - t| \).
2|s − t| for all x ∈ [(s ∧ t) − η, (s ∨ t) + η], and using trivial bounds outside these summation and integration ranges, respectively. Hence, for s, t ∈ T we have

\[ |C_n(s, t) − C(s, t)| \leq \frac{3c^2}{2(\eta^3 − \eta/n^2) + O(1/n)}|s − t|. \]  

(38)

Using (38) in (37) we further obtain for all |s − t| ≤ η that

\[ d_n^2(s, t) = 2(1 − C_n(s, t)) \]

\[ \leq 2 \left( \frac{3}{2} \frac{|s − t|}{\eta} + \frac{3|s − t|^2}{\eta^2} − \frac{3}{\eta^3} + \frac{3c^2}{2(\eta^3 − \eta/n^2) + O(1/n)}|s − t| \right) \]

\[ \leq c_\eta^2 |s − t| \]

for an appropriate \( c_\eta \geq 3/\sqrt{\eta}. \)

\( \square \)

C.4 Convergence of the processes

We now show process convergence as stated in Proposition 3.4. To prove Proposition 3.4 our bounds on the covariance functions from Section C.3 allow to verify conditions of general theorems which we first restate in a notation and form suitable for further use and tailored to our setting. Firstly, we use a criterion from Pollard [50, Sec V, Thm 3]:

**Theorem C.3.** Let \( X, X^{(n)}, n \geq 1 \), be random elements in \((D(\mathbb{T}), \|\cdot\|_\infty)\). Suppose that \( P(X ∈ C(\mathbb{T})) = 1 \). Necessary and sufficient for \( X^{(n)} \overset{d}{\to} X \) in \((D(\mathbb{T}), \|\cdot\|_\infty)\) as \( n \to \infty \), is that the following two conditions hold:

(i) We have \( X^{(n)} \overset{fdd}{\to} X \) as \( n \to \infty \),

(ii) For all \( \varepsilon, \delta > 0 \) there exist \( \eta = t_0 < t_1 < \cdots < t_m = T − \eta \) such that

\[ \limsup_{n \to \infty} P \left( \max_{i = 0, \ldots, m - 1} \sup_{t_i \leq t < t_{i+1}} |X_t^{(n)} − X_t^{(n)}| > \delta \right) < \varepsilon. \]  

(39)

Secondly, in order to verify condition (ii) in Theorem C.3 we apply a bound of Dirksen [14, Theorem 3.2] which is based on Talagrand’s [57, 58] generic chaining method. Dirksen showed that there exist constants \( 0 < C, D < \infty \) such that for any real-valued centered Gaussian process \((X_t)_{t \in \tau}\) with appropriate metric space \((\tau, d)\) and any \( 1 \leq p < \infty \) and \( t_0 \in \tau \) we have

\[ \mathbb{E} \left[ \sup_{t \in \tau} |X_t − X_{t_0}|^p \right]^{1/p} \leq C\gamma_{2,p}(\tau, d) + 2\sup_{t \in \tau} \mathbb{E} \left[ |X_t − X_{t_0}|^p \right]^{1/p}. \]  

(40)

Here, \( d(s, t) = \mathbb{E} [|X_s − X_t|^2]^{1/2} \) is the canonical metric of \((X_t)_{t \in \tau}\) and \( \gamma_{2,p}(\tau, d) \) is recalled below. The bound (40) applies to our processes \( \Upsilon, \Upsilon^{(n)} \), i.e., we have
appropriate \((\tau, d)\), since our processes have continuous respectively piecewise constant sample paths, cf. Remark 3.1 in [14].

Based on these results we obtain Proposition 3.4 as follows:

Proof of Proposition 3.4. It is sufficient to verify the conditions of Theorem C.3 with \(X^{(n)} = \Upsilon^{(n)}\) and \(X = \Upsilon\). First note that we have \(P(\Upsilon \in C(T)) = 1\) as noted in Section C.1.

Condition (i) in Theorem C.3 follows from Proposition 3.3, as multivariate random Gaussian vectors with converging covariance matrices converge in distribution to the random Gaussian vector with limiting covariance matrix, e.g., by Lévy’s continuity theorem.

To verify condition (ii) in Theorem C.3 let \(\varepsilon, \delta > 0\). We choose \(t_{j} := n + (T - 2n)j/m\) for \(j = 0, \ldots, m\) with \(m\) to be determined later. Note that by subadditivity, Markov’s inequality and that \(\Upsilon^{(n)}\) is stationary we have

\[
P \left( \max_{i=0, \ldots, m-1} \sup_{t \in [t_{i}, t_{i+1}]} |\Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)}| > \delta \right) \
\leq m \sup_{t \in [0, T/m]} |\Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)}| > \delta \\n\leq \frac{m}{\delta} \mathbb{E} \left[ \sup_{t \in [0, T/m]} \left| \Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)} \right|^{4} \right].
\]

Hence, for (39) to be satisfied for the processes \(\Upsilon^{(n)}\) in view of the latter display it is sufficient to show that

\[
\sup_{n \geq 1} \mathbb{E} \left[ \sup_{t \in [0, T/m]} \left| \Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)} \right|^{4} \right] = O \left( \frac{1}{m^{2}} \right) \quad (m \to \infty).
\] (41)

In order to obtain (41) we bound the right hand side of (40) with \(\tau = \tau_{m} := [0, T/m], p = 4\) and \(d = d_{n}\) the canonical distance of \(\Upsilon^{(n)}\). To bound the second summand on the right hand side of (40) recall that the fourth moment (kurtosis) of a standard normal random variable has the value 3. For \(t_{0}, t \in \tau_{m}\) and \(m > T/\eta\), using Proposition C.2, we find that \(\Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)}\) has a centered normal distribution with variance \(d_{n}^{2}(t, t_{0}) \leq c_{2}[t - t_{0}] \leq c_{2}T/m\). Hence, the fourth moment of \(\Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)}\) is upper bounded by \(3c_{2}^{4}T^{2}/m^{2}\) and we obtain for all \(m > T/\eta\) that

\[
2 \sup_{t \in \tau_{m}} \mathbb{E} \left[ \left| \Upsilon_{t}^{(n)} - \Upsilon_{0}^{(n)} \right|^{4} \right]^{1/4} \leq \frac{2 \sqrt{3Tc_{2}}}{\sqrt{m}} = O \left( \frac{1}{\sqrt{m}} \right),
\] (42)

where the big-O-constant is independent of \(n\).

To bound the first summand on the right hand side of (40) we recall the definition of \(\gamma_{2,p}(\tau, d)\) from [14]: A sequence \(\mathcal{T} = (T_{\ell})_{\ell \geq 0}\) of subsets \(T_{\ell} \subset \tau\) are called admissible if their cardinalities satisfy \(|T_{0}| = 1\) and \(|T_{\ell}| \leq 2^{2\ell\varepsilon} \) for all
\( \ell \geq 1. \) Then, with \( p = 4 \), we have

\[
\gamma_{2,4}(\tau, d) := \inf_{T} \sup_{t \in \tau} \sum_{\ell=2}^{\infty} 2^{\ell/2} d(t, T_\ell),
\]

where the infimum is taken over all admissible sequences \( T \). With \( \tau = \tau_m = [0, T/m] \) and \( d = d_n \) we simply define \( T_0 := \{0\} \) and

\[
T_\ell := \{(jT)/(m2^{2^j}) : j = 1 \ldots, 2^{2^j}\}, \quad \ell \geq 1.
\]

This yields an admissible sequence \((T_\ell)_{\ell \geq 0}\). For all \( t \in \tau_m \) and \( \ell \geq 1 \) there exists \( s \in T_\ell \) with \( |s - t| \leq T/(m2^{2^\ell}) \). For all \( m \) sufficiently large so that \( T/m \leq \eta \) we obtain from Proposition C.2 that

\[
d_n(t, T_\ell) \leq d_n(t, s) \leq c_\eta (T/(m2^{2^\ell}))^{1/2} = c_\eta \sqrt{T/m} 2^{-2^{\ell-1}}.
\]

Hence, for all \( m \geq T/\eta \) we have

\[
\gamma_{2,4}(\tau, d_n) \leq \sum_{\ell=2}^{\infty} 2^{\ell/2} c_\eta \sqrt{T/m} 2^{-2^{\ell-1}}
\leq \frac{c_\eta \sqrt{T}}{\sqrt{m}} \sum_{\ell=2}^{\infty} 2^{-2^{\ell-1} + \ell/2} = O \left( \frac{1}{\sqrt{m}} \right), \tag{43}
\]

since the latter series is convergent. Note, that the big-O-bound is independent of \( n \). Combining (40), (42) and (43) implies (41) and hence condition (ii) in Theorem C.3. \( \square \)
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Supplement 1: *Univariate change point detection:* An elaboration on the univariate approach on change point detection in the movement direction \( \vartheta \) in an LW with constant step length \( r \). The supplement includes simulations on the significance level and test power and a discussion on limitations in cases where the step length shows change points.
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Supplement 1: Univariate change point detection

Here we shortly discuss problems and restrictions of the univariate moving window approach. As described there, we derive the process \((D_i)\) of differences of estimated directions according to the following equation

\[
D_i := D_i(\hat{\theta}_r, \hat{\theta}_\ell) := \text{atan2}(\sin(\hat{\theta}_r - \hat{\theta}_\ell), \cos(\hat{\theta}_r - \hat{\theta}_\ell)),
\]

and use its maximum, \(M\), as a test statistic for the null hypothesis of no change in direction. In order to derive a rejection threshold for the statistical test, we need the distribution of \(M\) under the null hypothesis. As it is not easily accessible formally, we simulate the distribution of \(M\) by assuming that all other parameters, particularly \(r\), are constant. The empirical \((1 - \alpha)\)-quantile of the resulting simulations then serves as rejection threshold, \(Q\).

Figure 7 A shows that for the used parameter sets, the chosen significance level can be kept in this setting both for the RW and the LW already for a window size of \(h = 30\). However, one should note that for small sample sizes, the step length \(r\) may tend to be overestimated. To see this, consider first the degenerate case with \(r = 0\) in which the distribution of increments is centered at the origin. The distribution of \(\hat{\mu}\) is then also normal and centered at the origin. Thus, the true expectation of \(r\) should be zero, but by construction, all estimates \(\hat{r}\) are positive, such that \(r\) must necessarily be overestimated. If the distribution of \(\hat{\mu}\) is shifted only slightly away from zero, this effect will remain. It is therefore necessary to assume a sufficiently large value of \(\frac{\tau}{\sigma}\) (Figure 7 F).

If we apply the global parameter estimates in cases with change points in the model parameters, we observe a certain bias both in the RW and in the LW case. If a track contains one change point in direction, the increments between successive points are assumed to originate from two different normal distributions with the same variance \(\sigma^2\) and the same distance \(r\) to the origin, but with different directions from the origin (Figure 7 C). In that case, the step length \(r\) will tend to be underestimated (purple line in panel E), and the standard deviation \(\sigma\) will tend to be overestimated (purple line in panel D). We
Figure 7: Empirical significance level (A) and test power (B) for the LW and RW for $\alpha = 5\%$. 1000 simulations were performed with $h = 30$, $\vartheta = 35^\circ$ and $T = 400$, and $\sigma = 0.5$ for the testpower. (C) Distribution of increments before (blue) and after (green) the change point. Estimated expectation from mixture of increments (orange) and the resulting estimated direction and step length. Local and global estimators of the model parameters step length $r$ (D) and $\sigma^2$ (E) with window size $h = 30$ from a track with one change in direction. (F) Estimation of the step length $r$ from data without change points. Mean of estimated step length (green line) and true step length (orange line). 1000 Simulations per step length $r$, $\sigma^2 = 1$, $h = 30$. (G) Track from the Linear Walk model with one change point $cp_0$ in direction and one change point $cp_1$ in step length. (H) Process of $|D_t|$ of the absolute value of differences of directions (black) derived from the track in G, threshold $Q_{glob}$ derived from global estimation of step length (red). Thresholds $Q_{r1}$ and $Q_{r2}$ derived from estimations of step lengths on either side of the change point in step length (green). Threshold $Q_{r1,r2}$ derived from tracks with the change point in step length (blue).

therefore propose to apply a moving window approach and to use the median of the resulting process as a parameter estimate (red dashed line in Figure 7 D
and E).

In our simulations with change points, the test power increased with the difference in directions and with increasing step length. In addition, it was higher for the LW than for the RW (Figure 7 B) for the same parameters, which is due to a higher variability in the RW.

This indicates that the proposed statistical tests are suitable for detecting changes in the movement direction under the assumption of constant step length. However, one should note that additional change points in $r$ as illustrated in Figure 7 G will affect the rejection threshold $Q$, because $Q$ depends on $r$ (Figure 7 H). Smaller values of $r$ yield a higher variability of $|D|$ and thus, a higher $Q$ (green lines in Figure 7 H). Ignoring potential changes in $r$, one will obtain a false global estimate of $r$ (red line in Figure 7 H), such that the resulting global rejection threshold $Q_{glob}$ cannot adhere to the chosen significance level.

**Supplement 2: Details of the Recording and Post-processing**

**Data Acquisition**

The data for organelle tracking was generated via light sheet-based fluorescence microscopy of 10-day old *Arabidopsis thaliana* roots. The sample holder technique proposed by [65] was basis for sample preparation. Accordingly, the plants needed to be grown under sterile conditions on solid nutrient medium in a 45°-tilted manner within glass cuvettes with a diameter of 3 mm.

The time laps data was recorded using a monolithic digital scanning light sheet-based fluorescence microscope [30] combined with an EC Plan Neofluar 5×/0.16 air (Zeiss) lens for illumination and a WN Achroplan 40x/0.75 W (Zeiss) objective for detection of the fluorescence. Excitation wave length of 488 nm and detection between 500 and 550 nm utilizing a bandpass filter 525/47 were applied to image GFP-fluorescence, while 561 nm excitation wave length and 607/70 bandpass filter were used to image mCherry-fluorescence. The exposure time of the laser was kept to 20 ms. The data was collected utilizing an EMCCD camera compiling a display window for the used objective of 224.46 $\mu$m x 168.7 $\mu$m, which is composed of 1392 x 1040 pixels, therefore the resolution is 0.16125 $\mu$m.

To image living organelles in roots, fluorescent marker lines generated by tDNA insertion were used. To visualise plastids, the fluorescent marker protein GFP was fused to the plastid transport signal sequence (tp), which is used in nature to target the small subunit (SSU) of the protein Rubisco to the plastid (tpSSU-GFP). To fluorescently stain peroxisomes, the peroxisome targeting signal SKL was fused to the fluorescent marker mCherry (mCherry-SKL). Both plant lines were selected by BASTA resistance.

Image data was acquired of both marker lines by imaging 30 $\mu$m deep into the mature zone of the root in 1 $\mu$m steps, resulting in a stack of 31 two-dimensional greyscale microscopy images. A stack was recorded each 4.3 seconds, for the
plastid marker line over a time course of 1 h resulting in 841 timepoints, while the peroxisome marker line was recorded for 30 min generating a set of 421 time points.

Detection and Tracking

Detection and tracking was done as follows. Peroxisome movement was tracked using the software Arivis Vision 4D Version 3.5.1. After converting the data into .sis format via the arivis SIS Converter, the data was first segmented to create digital objects for each peroxisome by using the implemented "blob finder" function. As settings for the blob finder for the peroxisome data a diameter 1.2 \(\mu m\) for tracking, a probability threshold of 20 % and a split sensitivity of 70 % for tracking were applied. The segmented objects were interconnected over each time point by hand, making use of the 3D viewer function of the software, gaining a table of the 3-dimensional coordinates of each peroxisome over time.

Detection and tracking of the plastides was performed using the TrackMate Plugin (version=4.0.1) [60] of FIJI [53]. For the particle detection step the Laplacian of Gaussian Detector (LoG Detector) was used, which applies a Gaussian filter to the image and then uses the parameter "radius" to identify local maxima (light spots in front of darker background) as spots, we chose radius= 2 \(\mu m\). Each spot has a quality value, which is a measure of how sure the algorithm is to have identified a "True" spot. Since we have a stack of microscopy images for each time point our spots are technically balls. After selecting a lower threshold for the quality parameter by visually checking the effect of different thresholds, the detection is executed on the image stack for each time point resulting in spacio-temporal coordinates (t,x,y,z) per detected spot.

For the tracking the LAP Tracker (Linear Assignment Tracker) was used. This Tracker considers the spots from two consecutive time points \(t\) and \(t+1\). For each possible Spot pair \((s_t, s_{t+1})\) the Tracker assigns a cost value for linking based on the euclidean distance between the spots. Then the linking configuration with the minimum cost between the spots from time \(t\) to \(t+1\) is chosen. This is repeated for every consecutive time point pair, resulting in time series of spots. For a more detailed explanation of the algorithms as well as the usage of the software see the TrackMate entry of the FIJI website [53] and the documentation which can be found on the website.

The settings used for detection and tracking in the TrackMate Plugin for Fiji (version 4.0.1) were as follows. For the LoG detector, median filtering was off, sub-pixel localisation was allowed, and we used values of radius of 2 \(\mu m\), target channel of 1 and a threshold of zero. For the spot filter collection, the quality was set to \(\geq 18.2\) and the estimated diameter to \(\geq 2.0 \mu m\). For the LAP tracker, track splitting and merging was not allowed, the maximal linking distance and gap closing distance were 15\(\mu m\) and the maximum frame gap was 2.
Post-Processing

Since we obtained the plastid movement tracks by using automated tracking with the LAP-tracking algorithm from the TrackMate Plugin, which in general "rarely gives an error free result" [7], we post-processed the tracks.

First we made two quick adjustments to the data set. Since we are interested in the long-term behaviour of plastide movements, we chose to keep only tracks with recording times longer than 100 time points. Then we discarded tracks which contained so-called border tracking. Border tracking [7] occurs when cell organelles move outside the rectangular cuboid of the microscopy area. The position of a cell organelle is detected by finding its centre of mass, but since the fluorescence of the cell organelles slightly outside the microscopy area still spreads into it, their position will wrongly be detected as moving exactly in the border plane of the microscopy area. This leads to skewed results when characterizing the movement. Therefore, these tracks were discarded.

The resulting tracks were individually analysed and corrected by hand due to smaller artefacts. For every track \( T \) we selected the set \( S_T \) of all tracks observed within a certain small neighborhood of this track. We then investigated the 3D plot of these tracks as well as the process of their signal-to-noise ratios and step lengths between subsequent positions. We then performed three steps to eliminate three different artifacts.

First, the tracking algorithm globally minimizes the links between positions at time \( t \) and \( t + 1 \). If an organelle is detected at time \( t \) but not at time \( t + 1 \), the algorithm may falsely assign another organelle to the same track, which may lead to isolated long jumps. If short peaks in the step length occurred when the plastide associated with the reference track was not detected, we separated the track and used the remaining parts individually if they were longer than 100 time points.

Second, track switching ([7]) can occur when two plastides come into close proximity. The tracking algorithm, favouring short links, may then link the further movement of track \( a \) with the start from track \( b \), i.e. switching the first and second part of the two tracks. In our data, temporary close proximity of tracks was sometimes followed by a sudden switch in the level of the signal-to-noise ratios as well as a change in the step lengths. In these cases, we switched the tracks at the respective time. Third, double tracking ([7]) can occur when during spot detection the plastide, which can deform from vaguely spherical to stretched shape, was accidentally detected as two plastides. In our data set, some tracks suddenly stopped, where at the same time one of the near tracks started in very close proximity. If this occurred and if the signal-to-noise ratio and the step length of both tracks behaved similarly, we connected the two tracks. This post-processing led to the final plastid data set of tracks used for analysis.
Supplement 3: Unbiasedness of MLE based estimates from Proposition 2.2

Here we show the unbiasedness of the estimators derived in Proposition 2.2, which states that for a uni-directional $\mathbf{LW}(\vartheta, r, b, \sigma, \emptyset)$ with a sequence of positions $X_{i+1}, X_{i+2}, \ldots, X_{i+h}$, the MLEs for $\mu$ and $\sigma^2$ are given, respectively, by

$$\hat{\mu}(i, h) = \frac{6}{h^3 - h} \sum_{j=1}^{\lfloor \frac{h}{2} \rfloor} (h - (2j - 1)) (X_{i+j} - X_{i+h-j+1}), \quad (45)$$

$$\hat{b}(i, h) = \overline{X} - (t + (h + 1)/2)\hat{\mu}, \quad \text{and} \quad (46)$$

$$\hat{\sigma}^2(i, h) = \frac{1}{2h} \sum_{j=1}^{h} \|X_{i+j} - (i + j)\hat{\mu} - \hat{b}\|^2, \quad (47)$$

where $\overline{X} := h^{-1} \sum_{j=1}^{h} X_{i+j}$.

We first note the following equalities for the weights in $\hat{\mu}^{(d)}$ and $\hat{b}^{(d)}$, which we denote by $w_\mu(h, j) := 2j - h - 1$ and $w_b(h, i, j) := -6hj - 12ji - 6j + 4h^2 + 6hi + 6h + 6i + 2$, respectively. Then we have

$$\sum_{j=1}^{h} w_\mu(h, j) = 0 \quad \text{and} \quad \sum_{j=1}^{h} w_\mu(h, j)(i + j) = \frac{h^3 - h}{6}, \quad (48)$$

$$\sum_{j=1}^{h} w_b(h, i, j) = h^3 - h \quad \text{and} \quad \sum_{j=1}^{h} w_b(h, i, j)(i + j) = 0. \quad (49)$$

We then find for $\hat{\mu}^{(d)}$

$$\mathbb{E} \left[ \hat{\mu}^{(d)} \right] = \frac{6}{h^3 - h} \sum_{j=1}^{h} w_\mu(h, j) \mathbb{E} \left[ X^{(d)}_{i+j} \right]$$

$$= \frac{6}{h^3 - h} \sum_{j=1}^{h} w_\mu(h, j) \left( (i + j)\mu^{(d)} + b^{(d)} \right)$$

$$= \frac{6}{h^3 - h} \left( \mu^{(d)} \sum_{j=1}^{h} w_\mu(h, j)(i + j) + b^{(d)} \sum_{j=1}^{h} w_\mu(h, j) \right)$$

$$= \frac{6}{h^3 - h} \frac{h^3 - h}{6} \mu^{(d)} = \mu^{(d)},$$

46
where we use equation (48). For \( \hat{b}^{(d)} \) we use equation (49) and observe

\[
\mathbb{E} \left[ \hat{b}^{(d)} \right] = \frac{1}{h^3 - h} \sum_{j=1}^{n} w_b(h, i, j) \mathbb{E} \left[ \chi^{(d)}_{i+j} \right] \\
= \frac{1}{h^3 - h} \sum_{j=1}^{n} w_b(h, i, j) \left[ (i + j) \mu^{(d)} + \hat{b}^{(d)} \right] \\
= \frac{1}{h^3 - h} \left( \mu^{(d)} \sum_{j=1}^{n} w_b(h, i, j)(i + j) + \hat{b}^{(d)} \sum_{j=1}^{n} w_b(h, i, j) \right) = \hat{b}^{(d)}. \tag{50}
\]

For the expectation of \( \sigma^2 \) we first insert equation (46) into equation (47), noting that

\[
X_{i+j} - (i + j) \mu - \hat{b} = X_{i+j} - (i + j) \mu - \bar{X} + \left( i + \frac{h+1}{2} \right) \hat{\mu} \\
= X_{i+j} - \bar{X} + \hat{\mu} \left( \frac{h+1}{2} - j \right).
\]

Now using \( X_{i+j} = b + (i + j) \mu + b + \sigma Z_{i+j}, \) we note that

\[
X_{i+j} - \bar{X} = \mu \left( j - \frac{h+1}{2} \right) + \sigma \left( Z_{i+j} - \bar{Z} \right),
\]

where \( \bar{Z} = \frac{1}{h} \sum_{j=1}^{h} Z_{j+i}. \) For unbiasedness of \( \hat{\sigma}^2 \) we thus need to show that

\[
\mathbb{E} \left[ \sum_{j=1}^{h} \left| \sigma \left( Z_{i+j} - \bar{Z} \right) + (\hat{\mu} - \mu) \left( \frac{h+1}{2} - j \right) \right|^2 \right] = (2h - 4)\sigma^2. \tag{51}
\]

The expression on the left of (51) equals \( \sum_{j=1}^{h} \sum_{d=1,2} (a_1 + a_2 + a_3), \) with

\[
a_1 = \sigma^2 \mathbb{E} \left[ \left( Z^{(d)}_{i+j} - \bar{Z}^{(d)} \right)^2 \right], \\
a_2 = 2\sigma \left( \frac{h+1}{2} - j \right) \mathbb{E} \left[ \left( Z^{(d)}_{i+j} - \bar{Z}^{(d)} \right) \left( \hat{\mu}^{(d)} - \mu^{(d)} \right) \right], \\
a_3 = \left( \frac{h+1}{2} - j \right)^2 \mathbb{E} \left[ \left( \hat{\mu}^{(d)} - \mu^{(d)} \right)^2 \right].
\]

We then observe

\[
a_1 = \sigma^2 \mathbb{E} \left[ Z^{(d)}_{i+j}^2 - 2Z^{(d)}_{i+j} \bar{Z}^{(d)} + \bar{Z}^{(d)^2} \right] = \sigma^2 \left( 1 - \frac{1}{h} \right), \\
a_2 = 2\sigma \left( \frac{h+1}{2} - j \right) \left( \mathbb{E} \left[ Z^{(d)}_{i+j} \hat{\mu}^{(d)} \right] - \mathbb{E} \left[ \bar{Z}^{(d)} \hat{\mu}^{(d)} \right] \right) .
\]
Now we note that
\[
\mathbb{E} \left[ Z_{i+j}^{(d)} \hat{\mu}^{(d)} \right] = \mathbb{E} \left[ Z_{i+j}^{(d)} \frac{6}{h^3 - h} \sum_{k=1}^{h} w_\mu(h, k) X_{i+k}^{(d)} \right]
\]
\[
= \frac{6}{h^3 - h} w_\mu(h, j) \mathbb{E} \left[ Z_{i+j}^{(d)} X_{i+j} \right]
\]
\[
= \frac{6}{h^3 - h} w_\mu(h, j) \mathbb{E} \left[ Z_{i+j}^{(d)} (\mu^{(d)} + b^{(d)} + \sigma Z_{i+j}) \right]
\]
\[
= \sigma \frac{6}{h^3 - h} w_\mu(h, j)
\]
and
\[
\mathbb{E} \left[ \hat{Z}^{(d)} \hat{\mu}^{(d)} \right] = \mathbb{E} \left[ \frac{1}{h} \sum_{k=1}^{h} Z_{i+k}^{(d)} \frac{6}{h^3 - h} \sum_{l=1}^{h} w_\mu(h, l) X_{i+l}^{(d)} \right]
\]
\[
= \frac{6}{h(h^3 - h)} \mathbb{E} \left[ \sum_{k=1}^{h} \sum_{l=1}^{h} w_\mu(h, l) X_{i+l}^{(d)} Z_{i+k}^{(d)} \right]
\]
\[
= \frac{6}{h(h^3 - h)} \left( \sum_{l=1}^{h} w_\mu(h, l) \mathbb{E} [Z_{i+l} X_{i+l}] \right)
\]
\[
= \frac{6\sigma}{h(h^3 - h)} \sum_{l=1}^{h} w_\mu(h, l) = 0
\]
and hence find
\[
a_2 = 2\sigma \left( \frac{h+1}{2} - j \right) \left( \sigma \frac{6}{h^3 - h} w_\mu(h, j) \right) = -\sigma^2 \frac{6}{h^3 - h} w_\mu(h, j)^2.
\]
For \( a_3 \) we have
\[
a_3 = \left( \frac{h+1}{2} - j \right)^2 \left( \mathbb{E} [\hat{\mu}^{(d)^2}] - 2\mu^{(d)} \mathbb{E} [\hat{\mu}^{(d)}] + \mu^{(d)^2} \right) = \frac{1}{4} \frac{12}{h^3 - h} \sigma^2 w_\mu(h, j)^2.
\]
In total, the left hand side of (51) equals
\[
\sum_{j=1}^{h} \sum_{d=1,2} (a_1 + a_2 + a_3)
\]
\[
= \sum_{j=1}^{h} \sum_{d=1,2} \left( \sigma^2 \left( 1 - \frac{1}{h} \right) - \sigma^2 \frac{6}{h^3 - h} w_\mu(h, j)^2 + \frac{1}{4} \frac{12}{h^3 - h} \sigma^2 w_\mu(h, j)^2 \right)
\]
\[
= 2h\sigma^2 \left( 1 - \frac{1}{h} \right) - 2\sigma^2 \frac{6}{h^3 - h} \sum_{j=1}^{h} w_\mu(h, j)^2 + 2\sigma^2 \frac{3}{h^3 - h} \sum_{j=1}^{h} w_\mu(h, j)^2
\]
\[
= \left( 2(h-1) - \frac{12}{h^3 - h} \frac{1}{h^3 - h} + \frac{6}{h^3 - h} \frac{1}{h^3 - h} \right) \sigma^2
\]
\[
= (2h - 4)\sigma^2,
\]
where we used that $\sum_{j=1}^{h} w_\mu(h, j)^2 = (h^3 - h)/3$. \hfill \Box

### Supplement 4: Strong Consistency of $\hat{b}^{(d)}$ and $\hat{\sigma}^2$

The strong consistency of $\hat{b}^{(d)}$ can be shown using the SLLN for weighted sums from Proposition B.1. In the time continuous setting, $\hat{b}$ is given by

$$
\hat{b}(nt, n\eta) = \frac{1}{[n\eta]^3 - [n\eta]} \sum_{j=1}^{[n\eta]} w_b(n\eta, nt, j) X_{[nt]+j}^{(d)}
$$

$$
= \sum_{j=1}^{[n\eta]} \frac{w_b(n\eta, nt, j)}{[n\eta]^3 - [n\eta]} X_{[nt]+j}^{(d)}
$$

$$
= \sum_{j=1}^{[n\eta]} v(n, j) X_{[nt]+i}^{(d)}
$$

where we define

$$
w_b(n\eta, nt, j) := -6[nt]j - 12j|nt| - 6j + 4[n\eta]^2 + 6[n\eta]|nt| + 6[n\eta] + 6|nt| + 2
$$

and $v(n, j) := w_b(n\eta, nt, j)/([n\eta]^3 - [n\eta])$. Again, using the arguments from Appendix B, it is sufficient to show that $\sum_{j=1}^{m(n)} v(n, j)^2 \in O(n^{-1})$. This is the case because $w_b(n\eta, nt, j) \in O(n^2)$ and thus,

$$
\sum_{j=1}^{[n\eta]} v(n, j)^2 = \frac{1}{([n\eta]^3 - [n\eta])^2} \sum_{j=1}^{[n\eta]} w_b(n\eta, nt, j)^2 \in O(n^{-1}).
$$

To prove strong consistency of $\hat{\sigma}^2$ we use the following variation of the SLLN in a setting of dependent, weighted sums.

**Proposition C.4 (SLLN with weights).**

Let $X_{jk}$ be centred, i.e., $E[X_{jk}] = 0$, but not necessarily independent or identically distributed random variables with $\sup_j E[X_{jk}^6] < \infty$. Let

$$
S_n := \sum_{j,k=1}^{m_n} v(n, j, k) X_{jk},
$$

where $m_n \in \mathbb{N}$ and $v(n, j, k) \in \mathbb{R}$ are weights. Then $\lim_{n \to \infty} S_n = 0$ almost surely
if the following term is in $O(n^{-2})$

$$\sum_{i,j=1}^{m_n} v(n, i, j)^4 + \sum_{i,j,k,l=1}^{m_n} v(n, i, j)^3 v(n, k, l)$$

$$+ \sum_{i,j,k,l=1}^{m_n} v(n, i, j)^2 v(n, k, l)^2 + \sum_{i,j,k,l,o,p=1}^{m_n} v(n, i, j) v(n, k, l) v(n, o, p) v(n, o, p)$$

$$+ \sum_{i,j,k,l,o,p,r,s=1}^{m_n} v(n, i, j) v(n, k, l) v(n, o, p) v(n, o, p) v(n, r, s).$$  \hspace{1cm} (52)

Proposition C.4 can be proven by a standard argument based on the Lemma of Borel–Cantelli and Markov’s inequality.

Before we show strong consistency of $\hat{\sigma}^2$, we rewrite the estimator. For convenience, these calculations use the time discrete MLE for $\sigma^2$ as given in Proposition 2.2. We first refer to a simpler notation of $\hat{\sigma}^2$ given in (7) in Supplement 3, i.e.,

$$(2h - 4)\hat{\sigma}^2 = \sum_{j=1}^{h} \left\| \sigma (Z_{i+j} - \bar{Z}) + (\hat{\mu} - \mu) \left( \frac{h+1}{2} - j \right) \right\|^2$$

$$= \sum_{j=1}^{h} \sum_{d=1,2} \left( \sigma (Z_{i+j}^{(d)} - \bar{Z}^{(d)}) + (\hat{\mu}^{(d)} - \mu^{(d)}) \left( \frac{h+1}{2} - j \right) \right)^2,$$

where the superscript $(d)$ indicates the component of each vector in dimension $d$. For the second summand in the square we find

$$\left( \mu^{(d)} - \mu^{(d)} \right) \left( \frac{h+1}{2} - j \right)$$

$$= \left( \frac{6}{h^3} - \frac{1}{h} \right) \sum_{k=1}^{h} w_{\mu}(h, k) \left( (i+k)\mu^{(d)} + h^{(d)} + \sigma Z_{i+k}^{(d)} - \mu^{(d)} \right) \left( -\frac{1}{2} w_{\mu}(h, j) \right),$$

where $w_{\mu}(h, j) := 2j - h - 1$. Using that $\sum_{k=1}^{h} w_{\mu}(h, k)(i + k) = (h^3 - h)/6$
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and the notation

\[ \hat{\mu}^{(d)}(Z) = \frac{6}{h^3} - h \sum_{k=1}^{h} (2k - h - 1) Z^{(d)}_{i+k}, \]

the term in (54) equals \(-\frac{1}{2} w_{\mu}(h, j) \sigma \hat{\mu}^{(d)}(Z)\). Thus, we can rewrite \(\hat{\sigma}^2\) as

\[ \hat{\sigma}^2(i, h) = \frac{\sigma^2}{2h - 4} \sum_{j=1}^{h} \sum_{d=1,2} \left( Z^{(d)}_{i+j} - \bar{Z}^{(d)} - \frac{1}{2} w_{\mu}(h, j) \cdot \hat{\mu}^{(d)}(Z) \right)^2. \]  

(55)

Now we show the strong consistency of \(\hat{\sigma}^2(nt, n\eta)\), i.e., \(\hat{\sigma}^2(nt, n\eta) - \sigma^2 \xrightarrow{\text{a.s.}} 0\) almost surely, as stated in Proposition 3.1, returning to the time continuous setting but making use of formula (55). We start by rewriting \(\hat{\sigma}^2\) into a sum of
six summands for each dimension $d$.

\[
\hat{\sigma}^2(nt, n\eta) = \frac{\sigma^2}{2[n\eta] - 4} \sum_{j=1}^{[n\eta]} \sum_{d=1,2} \left( Z_{[nt]+j}^{(d)} - \bar{Z}^{(d)} - \frac{1}{2} w_{\mu}(n\eta, j) \cdot \hat{\mu}^{(d)}(Z) \right)^2
\]

\[
= \sum_{d=1,2} \frac{\sigma^2}{2[n\eta] - 4} \sum_{j=1}^{[n\eta]} \left( Z_{[nt]+j}^{(d)} - \bar{Z}^{(d)} + \left( \frac{1}{2} w_{\mu}(n\eta, j) \cdot \hat{\mu}^{(d)}(Z) \right)^2 + 2Z_{[nt]+j}^{(d)} \bar{Z}(d) + 2Z_{[nt]+j}^{(d)} \left( \frac{1}{2} w_{\mu}(n\eta, j) \cdot \hat{\mu}^{(d)}(Z) \right) + 2 \left( \bar{Z}(d) \left( \frac{1}{2} w_{\mu}(n\eta, j) \cdot \hat{\mu}^{(d)}(Z) \right) \right) \right)
\]

\[
= \sum_{d=1,2} \frac{\sigma^2}{2[n\eta] - 4} \sum_{j=1}^{[n\eta]} \left( Z_{[nt]+j}^{(d)} - \bar{Z}^{(d)} + \bar{Z}(d)^2 + \frac{1}{4} w_{\mu}(n\eta, j)^2 \hat{\mu}^{(d)}(Z)^2 ight)
\]

\[
- \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} \left( Z_{[nt]+j}^{(d)} \bar{Z}(d) - w_{\mu}(n\eta, j) Z_{[nt]+j}^{(d)} \hat{\mu}^{(d)}(Z) + w_{\mu}(n\eta, j) \bar{Z}(d) \hat{\mu}^{(d)}(Z) \right)
\]

\[
= \sum_{d=1,2} \left( \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} Z_{[nt]+j}^{(d)^2} + \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} \bar{Z}(d)^2 \right)
\]

\[
+ \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} \bar{Z}(d)^2 \hat{\mu}^{(d)}(Z)^2 - \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} 2Z_{[nt]+j}^{(d)} \bar{Z}(d)
\]

\[
- \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} w_{\mu}(n\eta, j) Z_{[nt]+j}^{(d)} \hat{\mu}^{(d)}(Z)
\]

\[
+ \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[n\eta] - 4} w_{\mu}(n\eta, j) \bar{Z}(d) \hat{\mu}^{(d)}(Z)
\]

(56)

Since the summands in the two dimensions $d = 1, 2$ are independent, we focus on one dimension and suppress the index $d$. As $\hat{\sigma}^2(nt, n\eta)$ is unbiased we can split the expectation $\sigma^2$ into the expectations of each of the summands. We show that each summand in the brackets in (56) centred with its expectation converges to 0 almost surely.
For summand 1 we have

\[ S_1 - \mathbb{E}[S_1] = \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[2\eta]} - 4 \left( Z_{[nt]+j}^{(d)} - \mathbb{E}\left[Z_{[nt]+j}^{(d)} \right] \right) \]

\[ = \sum_{j=1}^{[n\eta]} v(n, j) \left( Z_{[nt]+j}^{(d)} - \mathbb{E}\left[Z_{[nt]+j}^{(d)} \right] \right) \]

where we here define \( v(n, j) := \frac{\sigma^2}{2[2\eta] - 4} \). According to Proposition B.1, we need to verify \( \sum_{j=1}^{m_n} v(n, j)^2 \in \mathcal{O}(n^{-1}) \). This holds because

\[ \sum_{j=1}^{[n\eta]} v(n, j)^2 = \sum_{j=1}^{[n\eta]} \left( \frac{\sigma^2}{2[2\eta] - 4} \right)^2 = \sigma^4 \frac{[n\eta]}{(2[2\eta] - 4)^2} \in \mathcal{O}(n^{-1}). \]

For summand 2, we use \( \mathbb{E}Z^{(d)} = 1/[n\eta] \) and get

\[ S_2 - \mathbb{E}[S_2] = \frac{[n\eta]}{2[2\eta] - 4} \left( \bar{Z}^{(d)} - \mathbb{E}\bar{Z}^{(d)} \right) \]

\[ = \frac{[n\eta]}{2[2\eta] - 4} \bar{Z}^{(d)} - \frac{\sigma^2}{2[2\eta] - 4} \xrightarrow{n \to \infty} 0 \text{ a.s.} \]

For summand 3 we first rewrite \( S_3 \) as

\[ S_3 = \sum_{j=1}^{[n\eta]} \frac{\sigma^2}{2[2\eta] - 4} \left( \frac{6}{[n\eta]^3 - [n\eta]} \sum_{k=1}^{[n\eta]} w_\mu(n\eta, k) Z_{[nt]+k}^{(d)} \right)^2 \]

\[ = \sum_{k,l=1}^{[n\eta]} v(n, k, l) Z_{[nt]+k}^{(d)} Z_{[nt]+l}^{(d)} \]

with

\[ v(n, k, l) := \frac{6^2 \sigma^2}{4(2[2\eta] - 4)([n\eta]^3 - [n\eta])^2} \left( \sum_{j=1}^{[n\eta]} w_\mu(n\eta, j)^2 \right) w_\mu(n\eta, k) w_\mu(n\eta, l) \]

such that we have

\[ S_3 - \mathbb{E}[S_3] = \sum_{k,l=1}^{[n\eta]} v(n, k, l) \left( Z_{[nt]+k}^{(d)} Z_{[nt]+l}^{(d)} - \mathbb{E}\left[Z_{[nt]+k}^{(d)} Z_{[nt]+l}^{(d)} \right] \right). \]

To show almost sure convergence to 0 we need to verify that the term in (52) is in \( \mathcal{O}(n^{-2}) \). We thus note that for the present definition of \( v(n, k, l) \), the term
in (52) corresponds to the following term

\[
\frac{6^8 \sigma^8}{4^4 (2 [\eta])^4 ([\eta]^3 - [\eta])^8} \left( \frac{[\eta]^3 - [\eta]}{3} \right)^4 \\
\times \left\{ \sum_{j,k=1}^{[\eta]} w_{\mu}(\eta, j)^4 w_{\mu}(\eta, k)^4 \right. \\
\left. + \sum_{i,j,k,l=1}^{[\eta]} w_{\mu}(\eta, i)^2 w_{\mu}(\eta, j)^2 w_{\mu}(\eta, k)^2 w_{\mu}(\eta, l)^2 \right. \\
\left. + \sum_{i,j,k,l=1}^{[\eta]} w_{\mu}(\eta, i)^3 w_{\mu}(\eta, j)^3 w_{\mu}(\eta, k) w_{\mu}(\eta, l) \right. \\
\left. + \sum_{i,j,k,l,o,p}^{[\eta]} w_{\mu}(\eta, i) w_{\mu}(\eta, j) w_{\mu}(\eta, k) w_{\mu}(\eta, l) w_{\mu}(\eta, o)^2 w_{\mu}(\eta, p)^2 \right. \\
\left. + \sum_{i,j,k,l,o,p,r,s}^{[\eta]} \prod_{q=i,j,k,l,o,p,r,s} w_{\mu}(\eta, q) \right\}.
\]

(57)

All sums in the latter display except for the last one are easily upper bounded and seen to be in \(O(n^{-14}/n^{16}) = O(n^{-2})\). The last sum requires an exact, tedious calculation. We used the Python module Sympy and obtained \(O(n^{-12}/n^{16})\).

For summand 4 we use \(E[Z_{[nt]} + \tilde{Z}] = 1/|\eta|\) and get

\[
S_4 - E[S_4] = \sum_{j=1}^{[\eta]} \frac{\sigma^2}{[\eta]} - 2 \left( Z_{[nt]}^{(d)} + \frac{Z(d)}{[\eta]} \right) - \frac{1}{|\eta|} \xrightarrow{n \to \infty} 0
\]

by the conventional SLLN.

For summand 5 we again first rewrite \(S_5\) as

\[
S_5 = \sum_{i=1}^{[\eta]} \frac{\sigma^2}{2 [\eta]} - 4 \frac{w_{\mu}(\eta, i)^2 Z_{[nt]}^{(d)} + i^2}{[\eta]} \sum_{j=1}^{[\eta]} w_{\mu}(\eta, j) Z_{[nt]}^{(d)} + j,
\]
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which yields
\[ S_5 - \mathbb{E}[S_5] = \sum_{i,j=1}^{\lfloor n\eta \rfloor} v(n, i, j) \left( Z_{\lfloor nt \rfloor + i}^{(d)} Z_{\lfloor nt \rfloor + j}^{(d)} - \mathbb{E} \left[ Z_{\lfloor nt \rfloor + i}^{(d)} Z_{\lfloor nt \rfloor + j}^{(d)} \right] \right) \]

where we define
\[ v(n, i, j) := \frac{6\sigma^2}{(2\lfloor n\eta \rfloor - 4)(\lfloor n\eta \rfloor^3 - \lfloor n\eta \rfloor)} w_\mu(n\eta, i) w_\mu(n\eta, j). \]

Now we are in the setting of the SLLN as in Proposition C.4, part 2 because the summands are not necessarily independent. Therefore we need to verify that the term in (52) is in \( O(n^{-2}) \). We define the expression in the square brackets in (57) as \( L \), for which we showed \( L \in O(n^{14}) \) and find that the term in (52) in the current setting can be written as
\[ \frac{6^4\sigma^8}{(2\lfloor n\eta \rfloor - 4)^4(\lfloor n\eta \rfloor^3 - \lfloor n\eta \rfloor)^4} \cdot \frac{L}{\in O(n^{14})} \in O(n^{-2}). \]

For summand 6 we first observe that
\[ \mathbb{E} \left[ \bar{Z}^{(d)} \hat{\mu}^{(d)}(Z) \right] = \frac{6}{[n\eta]([n\eta]^3 - [n\eta])} \sum_{k=1}^{\lfloor n\eta \rfloor} w_\mu(n\eta, k) \mathbb{E} \left[ Z_{\lfloor nt \rfloor + k}^{(d)} \right] = 0, \]

such that
\[ S_6 - \mathbb{E}[S_6] = \sum_{i=1}^{\lfloor n\eta \rfloor} \frac{\sigma^2}{2\lfloor n\eta \rfloor - 4} w_\mu(n\eta, i) \bar{Z}^{(d)} \hat{\mu}^{(d)}(Z) \]

This term vanishes because
\[ \sum_{i=1}^{\lfloor n\eta \rfloor} w_\mu(n\eta, i) = 0. \]

In total, each summand of \( \bar{\sigma}^2(nt, n\eta) - \sigma^2 \) converges to 0 almost surely, which implies
\[ \bar{\sigma}^2(nt, n\eta) \xrightarrow{n \to \infty} \sigma^2 \text{ a.s.} \]