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RANDOM 2-SAT: THE SET OF ATOMS OF THE LIMITING EMPIRICAL MARGINAL DISTRIBUTION

NOELA MÜLLER, RALPH NEININGER, HAODONG ZHU

ABSTRACT. We show that the set of atoms of the limiting empirical marginal distribution in the random 2-SAT model is
Q∩(0,1), for all clause-to-variable densities up to the satisfiability threshold. While for densities up to 1/2, the measure is
purely discrete, we additionally establish the existence of a nontrivial continuous part for any density in (1/2,1). Our proof
is based on the construction of a random variable with the correct distribution as the the root marginal of a multi-type
Galton-Watson tree, along with a subsequent analysis of the resulting almost sure recursion.

1. INTRODUCTION AND MAIN RESULT

1.1. Introduction. Random constraint satisfaction problems provide a flourishing research ground at the cross-
roads of different disciplines such as mathematics, physics and computer science. One of their key representatives
is random k-SAT, a model well-known for its notorious analytic hardness.

The most accessible member of the random k-SAT family is random 2-SAT, which stands out through its early
success history: In 1992, it was the first random constraint satisfaction problem whose satisfiability threshold
was established rigorously [9, 17], an achievement that was followed by even finer analyses of its scaling window
[7, 16]. In contrast, the existence and location of the satisfiability threshold of random k-SAT for k ≥ k0, where k0 is
a large absolute constant, have only been established comparatively recently in the breakthrough paper [15], while
a corresponding result for smaller values of k is still not available. In a certain sense, the early success on random
2-SAT reflects the fact that 2-SAT is in P, while k-SAT for k ≥ 3 is (presumably) not.

Turning to counting problems, the distinction between k = 2 and k ≥ 3 through the lens of computational
hardness is not as clearly cut: Determining the number of solutions is a #P-complete task, even restricted to 2-
SAT. Indeed, the timeline of the subsequent results closely matches those considerations on complexity: After
first results [1, 20], the typical number of solutions of random 2-SAT formulae throughout the satisfiable regime
was established in 2021 [2] (and later refined in [10]), roughly 40 years after the identification of the satisfiability
threshold, and even after the seminal work of [15].

A hallmark of the increased complexity can be found in the statements of the respective results: While the sat-
isfiability threshold in random 2-SAT occurs at the point where the number of clauses asymptotically exceeds the
number of variables, the formula for the asymptotic number of solutions from [2] is considerably more involved.
Indeed, the proofs in the line of work [1, 2, 10, 15, 20], as well as many other articles, are based on deep ideas from
statistical physics. As a consequence, the formula for the exponential growth rate of the number of solutions from
[2], which confirms corresponding predictions from statistical physics [19], involves the evaluation of a functional
at a probability measure πd on the unit interval, where d ∈ (0,2) encodes the average number of clauses in which
each variable appears. However, πd is only implicitly characterised by a stochastic recursion (the so-called density

evolution). What is more, the associated recursion is of a form that is not directly approachable by available results
on stochastic recursions of an affine linear or max-type, for example.

The main purpose of this note is to provide a first step towards a better understanding of the distribution πd ,
which one may think of as the limit of the probability that a uniformly chosen variable within a uniformly random
solution is set to ‘true’. As we will see, for some values of d , πd is mixed atomic and continuous. This diverse struc-
ture arises from an inhomogeneity among variable marginals which is absent in other random constraint satis-
faction problems, such as random k-NAESAT or random graph q-coloring, where permutation symmetry ensures
that all variable marginals are uniform. In random k-XORSAT and random linear equations, the algebraic struc-
ture ensures that the variable marginals are either uniform or Dirac measures [6, Lemma 2.3]. Even in random
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Skłodowska-Curie grant agreement no. 945045. We also thank Amin Coja-Oghlan for insightful discussions and feedback on the topic, as well
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k-SAT for large values of k, the differences between variable marginals are less pronounced because of stronger
concentration properties [14, 15].

Simply speaking, the complex marginal structure in random k-SAT is owed to the fact that the variables are
highly sensitive to imbalances in their local neighbourhood: A variable that appears in many more clauses non-
negated than negated will tend to be set to ‘true’ in a significant portion of the solutions, giving rise to an effect
suggestively called populism in [4]. As a consequence of the neighborhood fluctuations between different vari-
ables, a rather intricate distribution over different marginals arises upon choosing a variable uniformly at random.
The inhomogeneous marginal landscape in random k-SAT is also closely related to non-concentration effects that
preclude an analysis via the very same techniques that have been successfully employed in the study of other, ‘sym-
metric’ models such as random k-NAESAT (see e.g. the discussion in [3, Sections 1.1 and 3.3] or [11, 12, 13, 22]),
random graph q-coloring (e.g. [12]) or random systems of linear equations [6].

As random 2-SAT is analytically far more accessible and better understood than random k-SAT for k ≥ 3, a
detailed study of its marginal structure in terms of the effect of neighbourhood fluctuations suggests itself. We
hope that a more detailed understanding of πd and its properties will also shed light on the question what kind of
marginal structures one can observe in random constraint satisfaction problems with neighbourhood fluctuations,
and are not aware of results of a similar kind for other models.

1.2. Main result. For any integer n > 1 and d > 0, let Φ = Φn be a random 2-SAT formula on Boolean variables
x1, . . . , xn with a Poisson number m of clauses, where m follows a Poisson distribution with parameter dn/2. Given
m, each of the m clauses is drawn independently and uniformly from the set of all 4

(n
2

)

possible clauses with two
distinct variables. The chosen parametrisation ensures that on average, each variable appears in d clauses.

Chvátal and Reed [9] and Goerdt [17] proved independently that the model exhibits a sharp threshold in satis-
fiability at dsat = 2: For d < 2, whp Φ is satisfiable, while it is not for d > 2. To introduce the notion of a uniformly
chosen solution, we denote by S(Φ) the set of all satisfying assignments ofΦ. Assuming that S(Φ) 6= ;, let

µΦ(σ) = 1 {σ ∈ S(Φ)} /Z (Φ), σ ∈ {±1}{x1 ,...,xn }, (1.1)

denote the uniform distribution on S(Φ), where Z (Φ) = |S(Φ)|. In the above, we encode ‘true’ by +1 and ‘false’ by
−1. In the following, samples from µΦ are denoted by the boldface notation σ. As indicated earlier, an object of
primal interest in the study of random 2-SAT is the empirical marginal distribution of µΦ. In the course of deriving
an expression for the asymptotic exponential growth rate of the number of solutions, the asymptotic behaviour of
the empirical distribution of the random variables µΦ(σx1 = 1), . . . ,µΦ(σxn = 1) was determined in [2]:

Proposition 1.1 ([2, Corollary 1.3]). For any 0 < d < 2 there exists a probability distribution πd on [0,1] such that

the random probability measure

πΦ =
1

n

n
∑

i=1
δµΦ(σxi

=1) (1.2)

converges to πd weakly in probability1.

The principal aim of this article is the study of πd . More specifically, and omitting the dependence on d , let

Ap.p. := {x ∈ [0,1] :πd ({x}) > 0}

denote the pure point support of πd . Indeed, the derivation of πd in [2] implies that Ap.p. is a subset of (0,1):

Remark 1.2 ([2, Proposition 2.1]). For any d ∈ (0,2), we have πd ({0}) =πd ({1}) = 0. Thus, Ap.p. ⊆ (0,1).

While our primary interest is the pure point support of πd , we also determine the support of its continuous part
below. Let ν be a measure on [0,1], and let Bε(x) for x ∈R,ε> 0, denote the interval (x −ε, x +ε). We then set

supp(ν) := {x ∈ [0,1] : ν(Bε(x)∩ [0,1]) > 0 for all ε> 0}. (1.3)

Our main result then precisely identifies the set of atoms of πd throughout the satisfiable regime, as well as the
support of its continuous part:

1Specifically, for any continuous function f : [0,1] →R, limn→∞E

∣

∣

∣

∫1
0 f (z)dπd (z)−

∫1
0 f (z)dπΦ(z)

∣

∣

∣= 0.
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Theorem 1.3. For any d ∈ (0,2), the pure point support of πd is

Ap.p. =Q∩ (0,1). (1.4)

Moreover, for d ∈ (0,1], πd is a discrete measure; for d ∈ (1,2), πd has a non-trivial continuous part πd ,c with

supp(πd ,c) = [0,1].

Looking at finite satisfiable 2-SAT formulas, the rational numbers in (0,1) constitute a natural candidate set for
the marginals of single variables, as these are defined as proportions of solutions where the given variable is set to
‘true’ or ‘false’. However, it might be less immediate that, irrespective of d , the pure point support of πd contains
all rational numbers in (0,1), and that a non-trivial continuous part πd ,c exists for d ∈ (1,2). As our proof shows,
non-triviality of πd ,c is clearly linked to the approximation of the local neighbourhood structure of a uniformly
chosen variable by a supercritical branching process.

1.3. Proof strategy. Theorem 1.3 splits naturally into the following two inclusions:

Proposition 1.4. For any d ∈ (0,2), we have

Ap.p. ⊇Q∩ (0,1). (1.5)

Proposition 1.5. For any d ∈ (0,2), we have

Ap.p. ⊆Q∩ (0,1). (1.6)

Moreover, for d ∈ (0,1], πd is a discrete measure; for d ∈ (1,2), πd has a non-trivial continuous part πd ,c with

supp(πd ,c) = [0,1].

The proofs of both Propositions 1.4 and 1.5 rely on the explicit construction of a random variable µo with dis-
tribution πd , which is described in Section 3. To motivate the construction of µo , recall that Proposition 1.1 shows
that the probability measure πd approximates the marginal distribution of a uniformly chosen variable in a ran-
dom large formula Φ. Its proof in [2] relies on an exploitation of the local neighbourhood structure of such a
uniformly chosen variable, in combination with a demonstration of the absence of long-range correlations. To for-
mally speak about variable neighbourhoods, we represent a given 2-SAT formulaΦ by its factor graph G(Φ), which
can be regarded as a bipartite graph with edge-labels in {±1}. In the graphical representation G(Φ), one vertex set
Vn = {x1, . . . , xn } encodes the propositional variables of Φ, while the other vertex set Fm = {a1, . . . , am } encodes its
clauses. An edge between a variable and a clause vertex is present if and only if the corresponding variable partici-
pates in the corresponding clause. Finally, encoding variable negations by −1 and non-negations by +1, each edge
is labelled to indicate the (non-)negation of the incident variable in the incident clause.

Conveniently, in a random formula Φ, the local neighbourhood structure of a uniformly chosen variable can
be approximated by that of a multi-type Galton-Watson tree T (for the precise definition of T , see Section 3).
Therefore, the probability measure πd is defined as the distribution of the root marginal of the random 2-SAT
formula encoded by such a tree in [2]. While for the purposes of [2], an ensuing distributional characterisation of
πd was sufficient, in Proposition 3.1 below, we show that the sequence of root marginals of the truncated multi-
type Galton-Watson tree converges almost surely to a random variable µo with distribution πd . This establishes
a natural link between πd and the structure of T , along with an almost sure decomposition of µo that we can
capitalize upon.

As a consequence of the construction in Proposition 3.1, the proofs of both Propositions 1.4 and 1.5 become
simple and gain a clear interpretation in terms of the local structure around a typical variable. First, the proof of
Proposition 1.4, which is given in Section 4, is based on the analysis of the distribution of µo on the event that the
underlying Galton-Watson tree T dies out. This event has positive probability for all d ∈ (0,2). We show that for
any rational number q ∈ (0,1), there is a finite factor graph G(Φ) along with a distinguished variable vertex x such
that G(Φ) is a tree and the marginal of Φ in x is q . As any such tree factor graph has positive probability under the
law of the Galton-Watson tree underlying the construction of µo , Proposition 1.4 is an immediate consequence of
this statement.

In contrast, the proof of Proposition 1.5 in Section 5 is based on the analysis of the distribution of µo on the
event that the underlying Galton-Watson tree T is infinite, which has positive probability for d ∈ (1,2). Exploiting
the recursive nature of the tree and the almost sure decomposition of µo , we show that in this case, the conditional
distribution of µo cannot have point masses. The proof of this result is based on a ‘smoothing’ argument.
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2. PRELIMINARIES

The following subsections provide a collection of the results and concepts from [2] that this article builds upon.
To facilitate reading and referencing to results from [2], we have aligned our notation with the one from the men-
tioned article. We assume throughout that d ∈ (0,2) and define the continuous and mutually inverse functions

ψ :R→ (0,1), z 7→ (1+ tanh(z/2))/2, ϕ : (0,1) →R, p 7→ log(p/(1−p)). (2.1)

For k ∈N, we typically use the abbreviation [k] := {1, . . . ,k}.

2.1. Recursive computation of tree marginals. For the characterisation of the root marginals of finite tree formu-
las in Subsection 4.1, the following recursive computation of marginals in trees, which also forms the basis of the
belief propagation algorithm, will be instrumental.

Recall the graphical representation G(Φ) of a 2-SAT formula Φ described in Section 1.3, and that for satisfiable
formulas Φ and variables x, µG(Φ)(σx = ·) denotes the marginal distribution of the uniform distribution over so-
lutions to Φ in x. Throughout this section, assume that Φ is such that G(Φ) is a finite connected graph without
cycles, which we will refer to as a tree factor graph. In particular, S(Φ) 6= ;. To write down the desired recursions
for the marginals of Φ, we next define certain subgraphs (or sub-formulas) that are obtained from G(Φ) through
the deletion of edges: For an edge {x, a} in G(Φ) such that x is a variable node and a is a factor node, let G(Φx→a)
be the subgraph of G(Φ) that consists of node x along with all variable and factor nodes that can be reached from
x by a self-avoiding path that does not use the edge {x, a}. In other words, G(Φx→a) is the connected component
that contains x, after removal of the edge {x, a}. As G(Φ), G(Φx→a) is again the graphical representation of a 2-SAT
formula.

It then turns out that the marginal of x in G(Φ) can be expressed in terms of the marginals that are at graph-
distance 2 from x: Let ∂x denote the collection of factor nodes that are adjacent to x in G(Φ). Moreover, recall
that G(Φ) is an edge-labelled graph. To make the dependence on the adjacent variables and clauses explicit, for
any edge {x, a} in G(Φ), let s(x, a) := sign(x, a) ∈ {−1,1} denote the sign with which variable x appears in clause a.
Finally, fixing x, for a ∈ ∂x, let ya denote the unique second variable that appears in clause a. It is then well-known
and can be proven by induction that the marginals of the sub-tree formulas are related by the following recursions:

µG(Φ)(σx = 1)

=

∏

a∈∂x (1−1{s(x, a) =−1}µG(Φya→a )(σya =−s(ya , a)))
∏

a∈∂x (1−1{s(x, a) =−1}µG(Φya→a )(σya =−s(ya , a)))+
∏

a∈∂x (1−1{s(x, a) = 1}µG(Φya→a )(σya =−s(ya , a)))
. (2.2)

Comprehensible in-depth derivations of the general form of (2.2), along with excellent expositions of belief prop-
agation, can be found in [18, Chapter 14] and [8, Lecture 1].

2.2. Distributional identities from [2]. We next turn to the distributional characterisation of πd from [2]. For this,
let P (0,1) denote the set of Borel probability measures on (0,1), and define the operator BPd : P (0,1) → P (0,1),
π 7→ π̂ as follows. Let d

+,d
− ∼ Po(d/2) and (µπ,i )i≥1 be a sequence of i.i.d. samples from π. Again, all random

variables are assumed to be independent. The image π̂ of π under BPd is then defined as the distribution of the
random variable

∏

d
−

i=1 µπ,i
∏

d
−

i=1 µπ,i +
∏

d
+

i=1 µπ,i+d
−

. (2.3)

If δ1/2 denotes the Dirac measure in 1/2, then Theorem 1.1 in [2] states that for any d ∈ (0,2), limℓ→∞ BP(ℓ)
d

(δ1/2) =

πd , where BP(ℓ)
d

denotes the ℓ-fold application of BPd . In particular, we have the distributional identity

BPd (πd ) =πd . (2.4)

The convergence proof in [2] goes through the analysis of a different, related operator, which we define next, as this
point of view will also be more convenient for our analysis. For this, let P (R) denote the set of Borel probability
measures on R, equipped with the weak topology. Denoting by W2(R) the set of probability measures ρ ∈P (R) with
a finite second moment, we may adorn W2(R) with the Wasserstein metric

W2(ρ,ρ′) := inf

{

(
∫

R2
|x − y |2dγ(x, y)

)1/2

: γ has marginals ρ,ρ′

}

, ρ,ρ′
∈P (R). (2.5)
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It is well-known that (W2(R),W2) is a (non-empty) complete metric space [5, 21].
The second operator LLd : P (R) → P (R), ρ 7→ ρ̂ is defined as follows. Let d ∼ Po(d), (ϑρ,i )i≥1 be a sequence

of i.i.d. samples from ρ, and (si )i≥1, (s
′
i
)i≥1 be sequences of i.i.d. Rademacher random variables with parameter

1/2. All these sequences and d are assumed to be independent of each other. The image ρ̂ of ρ under LLd is then
defined as the distribution of the random variable

d
∑

i=1
si log

1+ s
′
i

tanh(ϑρ,i /2)

2
. (2.6)

Lemma 2.1 ([2, Lemma 4.3]). For d < 2, LLd is a contraction on the space (W2(R),W2) with unique fixed point ρd .

In terms of the fixed point ρd from Lemma 2.1, [2, Lemma 4.2] in combination with the continuous mapping
theorem imply that πd can be obtained as

πd =ψ(ρd ), (2.7)

where ψ(ρd ) denotes the pushforward measure of ρd under the function ψ from (2.1)2. In Section 3, we will use
Lemma 2.1 in combination with the relation πd =ψ(ρd ) to argue that indeed, the random variable µo from Propo-
sition 3.1 has distribution πd .

3. ALMOST SURE CONVERGENCE OF THE ROOT MARGINAL IN A TRUNCATED GALTON-WATSON TREE

The basis for both Propositions 1.4 and 1.5 is the construction of a random variable µo with distribution πd that
satisfies the distributional identity (2.4) in an almost sure sense. For this, we will make use of the fact that the local
limit of random 2-SAT is given by a multi-type branching process, and construct µo exploiting the recursive nature
of the latter.

3.1. Multi-type Galton-Watson process. Consider the following 5-type Galton-Watson process T with one vari-

able type and four clause types (1,1),(1,−1),(−1,1) and (−1,−1), as described in [2, Section 2.2]: The root node o

of the Galton-Watson tree T is always a variable node. Variable nodes give rise to a Po(d/4)-number of clause de-
scendants of type (s1, s2) for each (s1, s2) ∈ {−1,1}2, independently for different clause types and distinct variables.
Clause nodes of any of the four types have exactly one offspring of the variable type. As the survival probability
of T coincides with that of single-type Po(d)-Galton Watson tree, T is finite with probability 1 for d ≤ 1, while it is
infinite with positive probability for d > 1.

For any ℓ≥ 0, let T
(ℓ) denote truncation of T at level ℓ. In particular, T

(ℓ) is a finite tree. The Galton-Watson tree
T

(2ℓ) truncated at an even level can be naturally regarded as a 2-SAT formula, where variable nodes correspond to
Boolean variables and clause nodes correspond to clauses. Here, type (s1, s′1) ∈ {−1,1}2 indicates that the parent
variable of the clause appears with sign s1 in the present clause, while its child appears with sign s′1. We will
also use the notation sign(x, a) ∈ {−1,1} to indicate the sign with which variable x appears in clause a. Thus, if
a = (sa , s′a) is a clause node with parent variable u and child variable v , sign(u, a) = sa and sign(v, a) = s′a . Indeed,
[10, Proposition 2.6] shows that as n →∞, T accurately captures the local neighbourhood structure of a uniformly
chosen variable inΦn .

To formulate our almost sure decomposition, consider a sequence (T j ) j≥1 of i.i.d. copies of the 5-type Galton
Watson tree as described above with respective roots (o j ) j≥1, and let (ao j

) j≥1 = ((si , s
′
i
)) j≥1 be an i.i.d. sequence

of clauses, independent of (T j ) j≥1. We then specifically regard T as being built by first generating d o ∼ Po(d) and
subsequently joining the roots o1, . . . ,od of the first d trees in the sequence (T j ) j≥1 to a new root variable o via

the clauses ao1 , . . . , aod
. For an illustration of this procedure, see Figure 1 below. As above, we write T

(2ℓ)
j

for the

truncation of the subtree T j at level 2ℓ.

Using the natural correspondence between T
(2ℓ) and 2-SAT formulas, let S(T

(2ℓ)) be the set of all satisfying
assignments of the tree formula T

(2ℓ). As any such ‘tree formula’ has at least one satisfying assignment, for any
ℓ≥ 0, the uniform distribution µ

T (2ℓ) over solutions to T
(2ℓ) from (1.1) is well-defined. Therefore, as before, we use

the notation µT (σ ∈ A) to denote the probability that a sample σ from µT takes its value in some measurable set
A. The main result of this section is the following:

Proposition 3.1. Let d ∈ (0,2). Then all of the following hold:

2That is, ψ(ρd )(A) = ρd (ψ−1(A)) for all Borel sets A ⊂ (0,1).
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i) There exist integrable random variables µo , (µo j
) j≥1 such that

µ
T (2ℓ) (σo = 1) −→µo and µ

T
(2ℓ)
j

(σo j
= 1) −→µo j

for all j ≥ 1 as ℓ→∞, (3.1)

almost surely and in L
1.

ii) (µo j
) j≥1 is a sequence of independent random variables that is also independent of d o and (ao j

) j≥1.

iii) Let D± = { j ∈ [d o ] : s j =±1} denote the set of subtrees of the root o with sign(o, ao j
) =±1. Then almost surely,

µo =

∏

i∈D−
µ

(1+s
′
i
)/2

oi
(1−µoi

)(1−s
′
i
)/2

∏

i∈D−
µ

(1+s
′
i
)/2

oi
(1−µoi

)(1−s
′
i
)/2

+
∏

i∈D+
µ

(1+s
′
i
)/2

oi
(1−µoi

)(1−s
′
i
)/2

. (3.2)

Moreover, all random variables µo , (µo j
) j≥1 from i) have distribution πd .

3.2. Proof of Proposition 3.1. The remainder of this section is devoted to the proof of Proposition 3.1. Instead of
working with the marginals µ

T
(2ℓ) (σo = 1), it will be easier to work with their log-likelihood ratios. To this end, for

ℓ≥ 0 and a variable node y of T
(2ℓ), let T

(2ℓ)
y denote the sub-formula of T

(2ℓ) consisting of y and its progeny, and
define

ϑ(ℓ)
y = log(µ

T
(2ℓ)
y

(σy = 1)/µ
T

(2ℓ)
y

(σy =−1)). (3.3)

This quantity is well-defined as any tree-formula T
(2ℓ)
y has both a satisfying assignment σ ∈ S(T

(2ℓ)
y ) with σy = 1

and a satisfying assignment σ′ ∈ S(T
(2ℓ)
y ) with σ′

y = 1. Moreover, if ψ is defined as in (2.1), we have the relation

µ
T

(2ℓ)
y

(σy = 1) =ψ(ϑ(ℓ)
y ). (3.4)

Finally, for a variable node y of T
(2ℓ), let d y denote the number of its offspring in T

(2ℓ)
y , y1, . . . , yd y

the associated
pendant variables and a y1 , . . . , a yd y

its pendant clauses. By the recursive nature of marginals on finite tree formulas

(see (2.2)) we have the almost sure relation

ϑ(ℓ)
y =−

d y
∑

i=1
sign(y, a yi

) log
1+ sign(yi , a yi

) tanh(ϑ(ℓ−1)
yi

/2)

2
. (3.5)

The basic idea of the proof of Proposition 3.1 is to re-use a contraction argument from [2] on the sequence (ϑ(ℓ)
o )ℓ≥1.

This gives L
1-convergence (and thus convergence in probability) of (ϑ(ℓ)

o )ℓ≥1, together with a speed of conver-
gence which is sufficient to turn the convergence in probability into a.s. convergence, using the first Borel-Cantelli
lemma.

T 1 T 2 T 3

o

ao1

o1

+1

+1

−1

−1

−1

+1

−1

+1

ao2

o2

+1

−1

ao3

o3

+1

+1

+1

−1

−1

−1

+1

+1

−1

−1

FIGURE 1. Illustration of the tree T obtained from joining the roots o1,o2,o3 of the d o = 3 trees
T 1,T 2,T 3 to a new root variable o via the clauses ao1 , ao2 , ao3 (truncated at level 4).
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3.2.1. Convergence of the log-likelihood ratios. We first show that (ϑ(ℓ)
o )ℓ≥0 and (ϑ(ℓ)

o j
)ℓ≥0 are L

1-Cauchy sequences
for any j ≥ 1. Indeed, as the trees T and T j are identically distributed Galton-Watson trees, we immediately obtain
the following.

Fact 3.2. For any j ≥ 1, the sequences (ϑ(ℓ)
o )ℓ≥0 and (ϑ(ℓ)

o j
)ℓ≥0 are identically distributed.

Thus, it is sufficient to consider the sequence (ϑ(ℓ)
o )ℓ≥0. We first establish the following lemma:

Lemma 3.3. For any ℓ≥ 1 and d ∈ (0,2), we have

E

[∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

≤
d

2
·E

[∣

∣

∣ϑ(ℓ)
o −ϑ(ℓ−1)

o

∣

∣

∣

]

.

Proof. First, using induction, we will check that for all ℓ ≥ 0, E[|ϑ(ℓ)
o |] < ∞. For this, observe that ϑ(0)

o = 0, from
which the claim follows in the case ℓ= 0. For ℓ≥ 1, assume that E[|ϑ(ℓ−1)

o |]<∞. Thanks to (3.5),

E

[∣

∣

∣ϑ(ℓ)
o

∣

∣

∣

]

= E

[∣

∣

∣

∣

∣

d o
∑

i=1
sign(o, aoi

) log
1+ sign(oi , aoi

) tanh(ϑ(ℓ−1)
oi

/2)

2

∣

∣

∣

∣

∣

]

≤ dE

[∣

∣

∣

∣

∣

log
1+ sign(o1, ao1 ) tanh(ϑ(ℓ−1)

o1
/2)

2

∣

∣

∣

∣

∣

]

.

Now, since both the derivatives of x 7→ log 1−tanh(x/2)
2 and of x 7→ log 1+tanh(x/2)

2 are bounded by one in absolute
value, we obtain

E

[∣

∣

∣ϑ(ℓ)
o

∣

∣

∣

]

≤ d
(

E

[∣

∣

∣ϑ(ℓ−1)
o1

∣

∣

∣

]

+| log 2|
)

= d
(

E

[∣

∣

∣ϑ(ℓ−1)
o

∣

∣

∣

]

+| log 2|
)

<∞

due to Fact 3.2 and the induction hypothesis.
Next, fix ℓ≥ 1 and recall that si = sign(o, aoi

), s
′
i
= sign(oi , aoi

) for i ≥ 1. Thanks to (3.5), we have

E

[∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

= E

[∣

∣

∣

∣

∣

−

d o
∑

i=1
si log

1+ s
′
i

tanh(ϑ(ℓ)
oi

/2)

2
+

d o
∑

i=1
si log

1+ s
′
i

tanh(ϑ(ℓ−1)
oi

/2)

2

∣

∣

∣

∣

∣

]

. (3.6)

Due to independence, the last expression can be further simplified as

E

[∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

= E

[∣

∣

∣

∣

∣

d o
∑

i=1
si log

1+ s
′
i

tanh(ϑ(ℓ−1)
oi

/2)

1+ s
′
i

tanh(ϑ(ℓ)
oi

/2)

∣

∣

∣

∣

∣

]

≤ dE

[∣

∣

∣

∣

∣

log
1+ s

′
1 tanh(ϑ(ℓ−1)

o1 /2)

1+ s
′
1 tanh(ϑ(ℓ)

o1
/2)

∣

∣

∣

∣

∣

]

. (3.7)

Now by an analogous line of computation as in [2, Proof of Lemma 4.3], as the functions z 7→ log(1+tanh(z/2)) and
z 7→ log(1− tanh(z/2)) are increasing and decreasing, respectively, we obtain

E

[∣

∣

∣

∣

∣

log
1+ tanh(ϑ(ℓ−1)

o1 /2)

1+ tanh(ϑ(ℓ)
o1 /2)

∣

∣

∣

∣

∣

]

=

∣

∣

∣

∣

∣

∫ϑ(ℓ−1)
o1

ϑ(ℓ)
o1

∂ log(1+ tanh(z/2))

∂z
dz

∣

∣

∣

∣

∣

=

∫ϑ(ℓ)
o1

∨ϑ(ℓ−1)
o1

ϑ(ℓ)
o1

∧ϑ(ℓ−1)
o1

1− tanh(z/2)

2
dz,

E

[∣

∣

∣

∣

∣

log
1− tanh(ϑ(ℓ−1)

o1 /2)

1− tanh(ϑ(ℓ)
o1 /2)

∣

∣

∣

∣

∣

]

=

∣

∣

∣

∣

∣

∫ϑ(ℓ−1)
o1

ϑ(ℓ)
o1

∂ log(1− tanh(z/2))

∂z
dz

∣

∣

∣

∣

∣

=

∫ϑ(ℓ)
o1

∨ϑ(ℓ−1)
o1

ϑ(ℓ)
o1

∧ϑ(ℓ−1)
o1

1+ tanh(z/2)

2
dz.

Conditioning on s
′
1, we thus obtain

E

[∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

≤
d

2
E

[∣

∣

∣ϑ(ℓ)
o1

−ϑ(ℓ−1)
o1

∣

∣

∣

]

=
d

2
E

[∣

∣

∣ϑ(ℓ)
o −ϑ(ℓ−1)

o

∣

∣

∣

]

, (3.8)

where the last equality is once more a consequence of Fact 3.2. �

Corollary 3.4. For any d ∈ (0,2), (ϑ(ℓ)
o )ℓ≥0 is an L

1-Cauchy sequence.

Proof. By Lemma 3.3, for any ℓ ∈N, we have

E

[∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

≤

(

d

2

)ℓ

E
[∣

∣ϑ(1)
o −ϑ(0)

o

∣

∣

]

=

(

d

2

)ℓ

E
[∣

∣ϑ(1)
o

∣

∣

]

,

as ϑ(0)
o =0. Thus, for arbitrary ℓ1,ℓ2 ∈N0 with ℓ1 < ℓ2, we have

E

[
∣

∣

∣ϑ
(ℓ2)
o −ϑ

(ℓ1)
o

∣

∣

∣

]

≤

ℓ2−1
∑

ℓ=ℓ1

E

[
∣

∣

∣ϑ(ℓ+1)
o −ϑ(ℓ)

o

∣

∣

∣

]

≤ E
[∣

∣ϑ(1)
o

∣

∣

]

ℓ2−1
∑

ℓ=ℓ1

(

d

2

)ℓ

≤

(

d

2

)ℓ1 1− (d/2)ℓ2−ℓ1

1−d/2
E
[∣

∣ϑ(1)
o

∣

∣

]

. (3.9)

As d < 2, this shows that (ϑ(ℓ)
o )ℓ≥1 is an L

1-Cauchy sequence. �
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As L
1 is complete, Corollary 3.4 implies that (ϑ(ℓ)

o )ℓ≥0 converges in L
1. We denote the L

1-limit of (ϑ(ℓ)
o )ℓ≥0 by

ϑo . As a next step, we show that (ϑ(ℓ)
o )ℓ≥0 converges also almost surely to ϑo .

Corollary 3.5. For any d ∈ (0,2), (ϑ(ℓ)
o )ℓ≥0 converges almost surely to its L

1-limit ϑo .

Proof. By considering the limsup as ℓ2 →∞ in (3.9), we obtain the bound E[|ϑ(ℓ)
o −ϑo |] ≤ (d/2)ℓE[|ϑ(1)

o |]/(1−d/2)
for ℓ≥ 0. For ε> 0 arbitrary, Markov’s inequality thus implies that

∞
∑

ℓ=0
P

(∣

∣

∣ϑ(ℓ)
o −ϑo

∣

∣

∣≥ ε
)

≤

∞
∑

ℓ=0

E

[∣

∣

∣ϑ
(ℓ)
o −ϑo

∣

∣

∣

]

ε
≤

E

[∣

∣

∣ϑ
(1)
o

∣

∣

∣

]

ε(1−d/2)

∞
∑

ℓ=0

(

d

2

)ℓ

<∞.

By the first Borel-Cantelli lemma |ϑ(ℓ)
o −ϑo | ≥ ε only finitely often. As a consequence, (ϑ(ℓ)

o )ℓ≥0 converges almost
surely to ϑo . �

Corollary 3.6. For any d ∈ (0,2), ϑo satisfies the almost sure relation

ϑo =

d o
∑

j=1
(−s j ) · log

1+ s
′
j

tanh(ϑo j
/2)

2
. (3.10)

Moreover, ϑo has distribution ρd , where ρd is the unique fixed point of LLd in (W2(R),W2) from Lemma 2.1.

Proof. Taking the limit ℓ→∞ in (3.5) for y = o and using the almost sure convergence from Corollary 3.5 yields
the almost sure relation (3.10). To identify the distribution of ϑo , let ρ(ℓ) denote the distribution of ϑ(ℓ)

o for ℓ ≥ 0,
and observe that ϑ(0)

o = 0 ∈ L
2. The distribution ρ(ℓ) for ℓ ≥ 1 is specified in terms of ρ(ℓ−1) as the distribution of

the random variable in (3.5) (again with y = o). However,

−

d o
∑

i=1
sign(o, aoi

) log
1+ sign(oi , aoi

) tanh(ϑ(ℓ−1)
oi

/2)

2
d
=

d o
∑

i=1
sign(o, aoi

) log
1+ sign(oi , aoi

) tanh(ϑ(ℓ−1)
oi

/2)

2
,

where the distribution of the random variable on the right hand side is LLd (ρ(ℓ−1)). We thus obtain that ρ(0) =

δ0, ρ(ℓ) = LLd (ρ(ℓ−1)). By Lemma 2.1, this sequence of distributions converges to ρd , from which we obtain that

ϑo
d
=ρd . �

We will revisit the relation (3.10) in Section 5 during the proof of Proposition 1.5.

3.2.2. Proof of Proposition 3.1. Ad i): As (µ
T

(2ℓ) (σo = 1))ℓ≥0 = (ψ(ϑ(ℓ)
o ))ℓ≥0 with ψ from (2.1), almost sure conver-

gence of (µ
T (2ℓ) (σo = 1))ℓ≥0 immediately follows from Corollary 3.5. We write µo =ψ(ϑo ) for the almost sure limit.

L
1-convergence of (µ

T (2ℓ) (σo = 1))ℓ≥0 on the other hand follows from Corollary 3.4 and the fact that for all z1 , z2 ∈R

there exists ξ= ξ(z1, z2) ∈R such that

|ψ(z1)−ψ(z2)| = |ψ′(ξ)||z1 − z2| ≤
1

2
|z1 − z2|.

The same line of reasoning applies to (µ
T

(2ℓ)
j

(σo j
= 1))ℓ≥0 for j ≥ 1, in combination with the fact that we only have

countably many such random variables.
Ad ii): The stated independence follows immediately from the construction, using independence of the subtrees

(T j ) j≥1 as well as the clauses (ao j
) and the Poisson variable d .

Ad iii): Again, by the recursive nature of 2-SAT marginals on finite trees (2.2) for any ℓ ≥ 2, we have the almost
sure relation

µ
T (2ℓ) (σo = 1) =

∏

i∈D−
µ

T
(2ℓ−2)
i

(σoi
= sign(oi , aoi

))
∏

i∈D−
µ

T
(2ℓ−2)
i

(σoi
= sign(oi , aoi

))+
∏

i∈D+
µ

T
(2ℓ−2)
i

(σoi
= sign(oi , aoi

))
. (3.11)

Expressing the right hand side of (3.11) in terms of µ
T

(2ℓ−2)
i

(σoi
= 1), the right hand side of (3.11) reduces to

∏

i∈D−
µ

T
(2ℓ−2)
i

(σoi
= 1)

1+s
′
i

2 (1−µ
T

(2ℓ−2)
i

(σoi
= 1))

1−s
′
i

2

∏

i∈D−
µ

T
(2ℓ−2)
i

(σoi
= 1)

1+s
′
i

2 (1−µ
T

(2ℓ−2)
i

(σoi
= 1))

1−s
′
i

2 +
∏

i∈D+
µ

T
(2ℓ−2)
i

(σoi
= 1)

1+s
′
i

2 (1−µ
T

(2ℓ−2)
i

(σoi
= 1))

1−s
′
i

2

. (3.12)
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Taking the limit ℓ→∞ in (3.12), together with the almost sure convergence of all involved random variables, yields
(3.2). Moreover, by Fact 3.2, all random variables µo , (µo j

) j≥1, are identically distributed. Finally, as µo = ψ(ϑo),

Corollary 3.6 together with (2.7) imply that µo has distribution ψ(ρd ) =πd .

4. PROOF OF PROPOSITION 1.4

We prove Proposition 1.4 by a closer inspection of finite (variable-)rooted 2-SAT tree factor graphs T as consid-
ered in Section 2.1. The proof strategy is the following: First, observe that any such tree T has positive probability
under the law of the Galton-Watson tree T , i.e. P(T = T ) > 0. Thanks to Proposition 3.1, on the event {T = T },
the random variable µo ∼ πd is nothing but the root marginal µT (σo = 1) of T . Secondly, this marginal clearly is a
rational number. To argue the converse, namely that every rational number in (0,1) occurs as the root marginal of
a finite rooted factor tree, in Subsection 4.1 we make use of the recursive structure of marginals on such trees (see
Subsection 2.1). In Subsection 4.2 we combine these two observations to conclude the proof of Proposition 1.4.

4.1. Finite rooted trees. Let

AT :=
{

µT (σo = 1) : T is a finite rooted tree with root o
}

be the set of root marginals of 2-SAT formulae encoded by finite rooted tree factor graphs. As a preparation to
Proposition 4.3, we first prove two small lemmata.

Lemma 4.1. q ∈AT =⇒ 1−q ∈AT.

Proof. Assume that q ∈AT and let T be a finite factor tree with root o and µT (σo = 1) = q . Define T ′ to be the finite
factor tree that has the same graph structure as T , but where the original edge labels of T have been multiplied
by −1. Then S(T ′) = {−σ : σ ∈ S(T )}, and in particular both formulas have the same number of solutions. Corre-
spondingly the proportion of solutions of T ′ where the root is set to 1 is identical to the proportion of solutions of
T ′ where the root is set to −1. In other words, µT ′ (σo = 1) =µT (σo =−1) = 1−µT (σo = 1) = 1−q . �

Lemma 4.2. p, q ∈AT =⇒
p

p+q ∈AT.

Proof. Assume that p, q ∈ AT and let T1,T2 be two finite factor trees with roots o1,o2 and µT1 (σo1 = 1) = p and
µT2 (σo2 = 1) = q . Consider the tree T that is built from T1 and T2 by joining them through a new root o as follows.
The root o has exactly one (−,+) child and one (+,+) child. At the (−,+) child, we append the tree T1 at o1. At the
(+,+) child, we append the tree T2 at o2. According to (2.2), µT (σo = 1) = p

p+q
. �

We are now in the position to show that every rational number occurs as the root marginal of a rooted 2-SAT
factor tree.

Proposition 4.3. We have

AT =Q∩ (0,1).

Proof. First, observe that AT ⊆ Q∩ [0,1], as for any finite factor tree T with root o, µT (σo = 1) is nothing but the
fraction of solutions σ of the finite tree formula T in which the root is set to 1. Moreover, it cannot happen that all
solutions σ have σo = 1 (or σo =−1), as assigning the value −1 to o can always be completed to a valid solution of
T by tracing the implications down the tree. Thus, AT ⊆Q∩ (0,1).

The basic proof idea for the opposite inclusion AT ⊇ Q∩ (0,1) is to build deeper and deeper trees with more
complex root marginals, using smaller subtrees along with the recursive computation of marginals that is possible
in trees. Using Lemmata 4.1 and 4.2, we can now proceed by means of a nested induction.

Induction beginning (I.B.): We show that { 1
k : k > 1} ⊆AT by induction on k ≥ 2.

Induction beginning: 1/2 ∈AT . Let T be the tree of height 0 that just consists of an isolated root variable o. We then
have µT (σo = 1) = 1

2 , so 1
2 ∈AT.

Induction step: 1/k ∈AT ⇒ 1/(k +1) ∈ AT . Assume that 1/k ∈AT and let T be a finite rooted factor tree with root
o such that 1/k = µT (σo = 1). Consider the tree T ′ that is built from T as follows: At level zero, there is the root
variable o′. It has exactly one (−,+) child. At the (−,+) child, we append the tree T at o. According to (2.2),

µT ′ (σo = 1) =
1
k

1
k
+1

=
1

k +1
.

Thus, 1
k+1 ∈AT. This concludes the proof of the outer induction beginning I.B..
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Induction step. We next show that for any fixed r ≥ 1, { r
k

: k > r } ⊆AT implies { r+1
k

: k > r +1} ⊆AT.

Therefore, the induction hypothesis (I.H.) is that for some r ≥ 1, { r
k

: k > r } ⊆AT (I.H.). We will show that { r+1
k

: k >

r +1} ⊆AT by induction on k > r +1.
Induction beginning: k = r +2. As { 1

k
: k > 1} ⊆AT according to the (outer) induction beginning I.B., 1/(r +2) ∈AT.

This implies that (r +1)/(r +2) = 1−1/(r +2) ∈AT, using Lemma 4.1.
Induction step: (r +1)/k ∈AT ⇒ (r +1)/(k +1) ∈AT . Assume that (r +1)/k ∈AT for some k ≥ r +2. By the (outer)
induction hypothesis I.H., r /k ∈AT. As a consequence of Lemma 4.1, also (k − r )/k ∈AT. Now Lemma 4.2 implies
that

r +1

k +1
=

r+1
k

r+1
k

+
k−r

k

∈AT.

This concludes the induction, which in turn clearly shows that any rational number in (0,1) is contained in AT . �

4.2. Proof of Proposition 1.4. We now have all our ducks in a row. Let q ∈ Q∩ (0,1). According to Proposition
4.3, q = µT (σo = 1) for some finite 2-SAT factor tree T with root o. Moreover P(T = T ) > 0. On the event {T = T },
µo =µT (σo = 1) = q . Thus πd ({q}) ≥P(T = T ) > 0, from which we conclude that Q∩ (0,1) ⊆Ap.p..

5. PROOF OF PROPOSITION 1.5

To prove the inclusion Ap.p. ⊆Q∩(0,1) as well as the existence of a non-trivial continuous part inπd for d ∈ (1,2),
in Section 5.1 we analyse the distribution of the random variable µo from Proposition 3.1 on the event {|T | =∞},
which has non-zero probability for d ∈ (1,2). As finite trees cannot give rise to a continuous distribution, this is
a natural candidate for the continuous part of πd , and in fact, Lemma 5.1 below shows that this part is purely
continuous. In Section 5.2, we will then use a similar line of argument to show that the support of the continuous
part πd ,c is [0,1]. The proof of Proposition 1.5 is given in the final Section 5.3.

5.1. Infinite trees have no atoms. The main step in the proof of Proposition 1.5 is Lemma 5.1, which we state and
prove in this section.

Lemma 5.1. For any d ∈ (1,2) and x ∈ (0,1),

P
(

µo = x||T | =∞
)

= 0.

To prove Lemma 5.1, it will, once more, be more convenient to work with log-likelihood ratios. To this end, recall
the random variables ϑo , (ϑo j

) j≥1 from Section 3.2.1 as well as the almost sure relation (3.10). We then consider
the maximal point mass

ϑ∗
= sup

z∈R
P (ϑo = z||T | =∞) ∈ [0,1]

of ϑo conditionally on having sampled an infinite tree. Observe that the supremum is attained in some value
z∗ ∈R, i.e. P (ϑo = z∗||T | =∞) =ϑ∗. We further define

To,fin = {i ∈ [d o] : |T i | <∞} , To,inf = {i ∈ [d o ] : |T i | =∞} . (5.1)

We may then decompose the sum over subtrees (3.10) into a contribution from the infinite and the finite subtrees:

ϑo =−
∑

i∈To,fin

si log
1+ s

′
i

tanh(ϑoi
/2)

2
−

∑

i∈To,inf

si log
1+ s

′
i

tanh(ϑoi
/2)

2
=: ϑo,fin +ϑo,inf. (5.2)

This decomposition is well-defined as all single subtree contributions are finite almost surely. The first observation
underlying the proof of Lemma 5.1 is an application of the following fact to the decomposition (5.2).

Lemma 5.2. Let X and Y be two independent, real-valued random variables. Then

sup
z∈R

P(X +Y = z) ≤ sup
z∈R

P(Y = z). (5.3)

Proof. Let PX denote the distribution of X . Then for any z ∈R,

P (X +Y = z) =
∫

P (Y = z − x) dPX (x) ≤ sup
z′∈R

P(Y = z ′)
∫

1dPX (x) = sup
z′∈R

P(Y = z ′). (5.4)

�
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An application of Lemma 5.2 to the decomposition ϑo = ϑo,fin +ϑo,inf from (5.2) conditionally on the event
{|T | =∞}, using conditional independence of ϑo,fin and ϑo,inf given {|T | =∞}, yields the bound

ϑ∗
= sup

z∈R
P(ϑo = z||T | =∞) ≤ sup

z∈R
P(ϑo,inf = z||T | =∞). (5.5)

The next lemma establishes a reverse bound from which it will be immediate that ϑ∗ = 0.

Lemma 5.3. For d ∈ (1,2),

sup
z∈R

P
(

ϑo,inf = z | |T | =∞
)

≤ϑ∗/2.

Proof of Lemma 5.3. Fix t ∈ N as well as ; 6= I ⊆ [t ]. By the law of total probability, it is sufficient to show that for
any such choice of t and I , for all z ∈R,

P
(

ϑo,inf = z | d o = t ,∀i ∈ I : |T i | =∞,∀ j ∈ [t ] \ I : |T i | <∞
)

≤ϑ∗/2. (5.6)

To this end, let i∗ = min I be the ‘first’ infinite subtree. As a first step, we show that

P

(

−si∗ log
1+ s

′
i∗

tanh(ϑoi∗
/2)

2
= z

∣

∣

∣d o = t ,∀i ∈ I : |T i | =∞,∀ j ∈ [t ] \ I : |T i | <∞

)

≤ϑ∗/2. (5.7)

For now, assume that z > 0. Given the number t of subtrees of the root o as well as the indices I of the infinite
subtrees, the subtrees are independent. Recalling the mutually inverse functions ψ,ϕ defined in (2.1) and that
z > 0, the left hand side of (5.7) becomes

P

(

−si∗ log
(

ψ(s
′
i∗
ϑoi∗

)
)

= z
∣

∣d o = t ,∀i ∈ I : |T i | =∞,∀ j ∈ [t ] \ I : |T i | <∞

)

=P
(

si∗ = 1
)

P

(

ϑoi∗
= s

′
i∗
ϕ

(

e−z
)∣

∣|T i∗ | =∞

)

=
1

2
P

(

ϑoi∗
= s

′
i∗
ϕ

(

e−z
) ∣

∣|T i∗ | =∞

)

, (5.8)

where we have conditioned on {si∗ = 1} for z > 0, as log(ψ(s
′
i∗
ϑoi∗

)) < 0 almost surely. On the other hand, the
distribution ofϑoi∗

given {|T i∗ | =∞} agrees with the distribution ofϑo given {|T | =∞}. Thus, we obtain (5.7) for z >

0. Of course, the case z < 0 can be treated analogously by conditioning on si∗ =−1 in (5.8). Finally, in the case z = 0,
the first conditional probability in (5.8) is 0, since given {|T i∗ | =∞}, ϑoi∗

<∞ almost surely. Otherwise, as P(|T | =

∞) > 0 for d > 1, and using again that the distribution of ϑoi∗
given {|T i∗ | =∞} agrees with the distribution of ϑo

given {|T | =∞}, πd would have an atom in 1, which is ruled out by Remark 1.2. Therefore, −si∗ log(ψ(s
′
i∗
ϑoi∗

)) 6= 0,
so that (5.7) indeed holds for all z ∈R.

The claim now follows from another application of Lemma 5.2: To this end, given the number t of subtrees of
the root o as well as the indices I of the infinite subtrees, we decompose ϑo,inf further as

ϑo,inf =−si∗ log
1+ s

′
i∗

tanh(ϑoi∗
/2)

2
+

∑

i∈I \{i∗ }
(−si ) log

1+ s
′
i

tanh(ϑoi
/2)

2
=:ϑ(1)

o,inf +ϑ(2)
o,inf.

Using conditional independence of the subtrees and (5.7), we thus obtain from Lemma 5.2 that

P

(

ϑ(1)
o,inf +ϑ(2)

o,inf | d o = t ,∀i ∈ I : |T i | =∞,∀ j ∈ [t ] \ I : |T i | <∞

)

≤ϑ∗/2,

and therefore (5.6). �

Proof of Lemma 5.1. It follows directly from the combination of (5.5) and Lemma 5.3 that

0 ≤ϑ∗
= sup

z∈R
P(ϑo = z||T | =∞) ≤ sup

z∈R
P(ϑo,inf = z||T | =∞) ≤ϑ∗/2,

which can hold only if ϑ∗ = 0. This means that the law of ϑo conditional on {|T | =∞} has no atoms. As µo =ψ(ϑo)
and ψ is injective, the claim follows. �
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5.2. Infinite tree support. It follows from Proposition 4.3 and Lemma 5.1 that the restriction of the distribution of
µo to the event {|T | <∞} is purely discrete, while its restriction to {|T | =∞} is purely continuous. Proposition 4.3
shows that the support of the discrete measure A 7→P(µo ∈ A, |T | <∞) is Q∩ (0,1). We next identify the support of
the continuous measure A 7→P(µo ∈ A, |T | =∞).

Lemma 5.4. For d ∈ (1,2), πd has a non-trivial continuous part πd ,c with supp(πd ,c) = [0,1].

Proof. As discussed at the beginning of this subsection, the continuous part πd ,c of πd is given by the restriction of
the distribution of µo to the event {|T | =∞}. In particular, as |T | =∞ with strictly positive probability for d ∈ (1,2),
πd ,c 6≡ 0.

To establish that supp(πd ,c) = [0,1], we will once more analyse the distribution of ϑo given {|T | =∞} and show
that its support is the whole real line R. To this end, we will again condition on a specific tree structure, which is
sufficient for our purposes.

Fix a,b ∈ R with a < b; we will then argue that P (ϑo ∈ [a,b]|d o = 2, |T 1| =∞, |T 2| <∞) > 0. To do so, recall the
decomposition ϑo =ϑo,fin+ϑo,inf of the log-likelihood ratio into a contribution from the finite and the infinite sub-
trees of the root o from (5.2). As mentioned previously, P

(

ϑo,fin ∈ {±∞}|d o = 2, |T 1| =∞, |T 2| <∞
)

= 0 as a conse-
quence of conditional independence and Proposition 4.3. Similarly, P

(

ϑo,inf ∈ {±∞}|d o = 2, |T 1| =∞, |T 2| <∞
)

= 0,
as otherwise, using that ϑo,fin ∈ R almost surely, we could write ϑo = ϑo,fin +ϑo,inf and it would follow that P(ϑo ∈

{±∞}) > 0. This however contradicts Remark 1.2. As a consequence, there exists c ∈R such that

P

(

ϑo,inf ∈

[

c −
b −a

4
,c +

b −a

4

]

∣

∣d o = 2, |T 1| =∞, |T 2| <∞

)

> 0.

On the other hand, given {d o = 2, |T 1| = ∞, |T 2| < ∞}, ϑo2 has the same distribution as ϑo given {|T | < ∞}. As
µo = ψ(ϑo ), depending on the values of s

′
2, ϑo,fin = −s2 logµo2

or ϑo,fin = −s2 log(1−µo2
). Proposition 4.3 thus

yields that ϑo,fin given {d o = 2, |T 1| =∞, |T 2| <∞} is a discrete random variable with countable pure point support
that is dense in R. Specifically, we have that

P

(

ϑo,fin ∈

[

3a +b

4
−c,

3b +a

4
−c

]

∣

∣d o = 2, |T 1| =∞, |T 2| <∞

)

> 0.

Consequently, abbreviating E := {d o = 2, |T 1| =∞, |T 2| <∞}, by the independence of ϑo,fin and ϑo,inf given E ,

P (ϑo ∈ [a,b]|E ) ≥P

(

ϑo,inf ∈

[

c −
b −a

4
,c +

b −a

4

]

∣

∣E

)

·P

(

ϑo,fin ∈

[

3a +b

4
−c,

3b +a

4
−c

]

∣

∣E

)

> 0.

It follows that the support of the distribution of ϑo given {|T | = ∞} is R. The desired result then follows from
µo =ψ(ϑo) in combination with the continuity and surjectivity of ψ. �

5.3. Proof of Proposition 1.5. Let x ∈ (0,1). According to Proposition 3.1 iii), we have

πd ({x}) =P
(

µo = x
)

=P
(

µo = x||T | =∞
)

P (|T | =∞)+P
(

µo = x||T | <∞
)

P (|T | <∞) , (5.9)

where we set P
(

µo = x||T | =∞
)

P (|T | =∞) = 0 for d ∈ (0,1]. However, Lemma 5.1 implies that in fact for any
d ∈ (0,2), (5.9) reduces to

πd ({x}) =P
(

µo = x||T | <∞
)

P (|T | <∞) . (5.10)

Now by Proposition 4.3, P
(

µo = x||T | <∞
)

can only be positive for x ∈Q∩ (0,1), from which it follows that Ap.p. ⊆

Q∩ (0,1). Furthermore, for d ∈ (0,1], |T | <∞ almost surely. Hence, πd is a discrete measure for d ∈ (0,1]. Finally,
for d ∈ (1,2), the existence of a non-trivial continuous part with support [0,1] is proven in Lemma 5.4.

REFERENCES

[1] E. Abbe, A. Montanari: On the concentration of the number of solutions of random satisfiability formulas. Random Structures and Algo-
rithms 45 (2014) 362–382.

[2] D. Achlioptas, A. Coja-Oghlan, M. Hahn-Klimroth, J. Lee, N. Müller, M. Penschuck, G. Zhou: The number of satisfying assignments of
random 2-SAT formulas. Random Structures and Algorithms 58 (2021) 609–647.

[3] D. Achlioptas, C. Moore: Random k-SAT: two moments suffice to cross a sharp threshold. SIAM Journal on Computing 36 (2006) 740–762.
[4] D. Achlioptas, Y. Peres: The threshold for random k-SAT is 2k log2−O(k). Journal of the AMS 17 (2004) 947–973.
[5] L. Ambrosio, N. Gigli, G. Savaré: Gradient flows in metric spaces and in the space of probability measures. Second edition. Lectures in

Mathematics ETH Zürich. Birkhäuser Verlag, Basel, 2008.
[6] P. Ayre, A. Coja-Oghlan, P. Gao, N. Müller: The satisfiability threshold for random linear equations. Combinatorica 40 (2020), 179–235.

12



[7] B. Bollobás, C. Borgs J. Chayes, J. Kim, D. Wilson: The scaling window of the 2-SAT transition. Random Structures and Algorithms 18 (2001)
201–256.

[8] E. Bolthausen: The Thouless-Anderson-Palmer equation in spin glass theory.https://anr-malin.sciencesconf.org/data/pages/Aussois_2.pdf
(2019).

[9] V. Chvátal, B. Reed: Mick gets some (the odds are on his side). Proc. 33th FOCS (1992) 620–627.
[10] A. Chatterjee, A. Coja-Oghlan, N. Müller, C. Riddlesden, M. Rolvien, P. Zakharov, H. Zhu: The number of random 2-SAT solutions is asymp-

totically log-normal. APPROX/RANDOM (2024) 39:1-39:15
[11] A. Coja-Oghlan, C. Efthymiou, N. Jaafari, M. Kang, T. Kapetanopoulos: Charting the replica symmetric phase. Communications in Mathe-

matical Physics 359 (2018), 603–698.
[12] A. Coja-Oghlan, T. Kapetanopoulos, N. Müller: The replica symmetric phase of random constraint satisfaction problems. Combinatorics,

Probability and Computing 29 (2020) 346–422.
[13] A. Coja-Oghlan, F. Krzakala, W. Perkins, L. Zdeborová: Information-theoretic thresholds from the cavity method. Advances in Mathematics

333 (2018) 694–795.
[14] A. Coja-Oghlan, N. Müller, J. B. Ravelomanana: Belief propagation on the random k-SAT model. The Annals of Applied Probability 32

(2022) 3718 – 3796.
[15] J. Ding, A. Sly, N. Sun: Proof of the satisfiability conjecture for large k. 20 Annals of Mathematics 196 (2022) 1–388.
[16] S. Dovgal, É. de Panafieu, V. Ravelomanana: Exact enumeration of satisfiable 2-SAT formulae. arXiv:2108.08067 (2021).
[17] A. Goerdt: A threshold for unsatisfiability. J. Comput. Syst. Sci. 53 (1996) 469–486
[18] M. Mézard, A. Montanari: Information, physics and computation. Oxford University Press (2009).
[19] R. Monasson, R. Zecchina: Entropy of the k-satisfiability problem. Phys. Rev. Lett. 76 (1996) 3881-3885.
[20] A. Montanari, D. Shah: Counting good truth assignments of random k-SAT formulae. Proc. 18th SODA (2007) 1255–1264.
[21] C. Villani: Optimal transport, volume 338 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical

Sciences]. Springer-Verlag, Berlin, 2009. Old and new.
[22] A. Sly, N. Sun, Y. Zhang: The number of solutions for random regular NAE-SAT. Probability Theory and Related Fields 182 (2022) 1–109.

NOELA MÜLLER, n.s.muller@tue.nl, EINDHOVEN UNIVERSITY OF TECHNOLOGY, DEPARTMENT OF MATHEMATICS AND COMPUTER SCI-
ENCE, METAFORUM MF 4.084, 5600 MB EINDHOVEN, THE NETHERLANDS.

RALPH NEININGER,neininger@math.uni-frankfurt.de, GOETHE UNIVERSITY FRANKFURT, INSTITUTE OF MATHEMATICS, 60629 FRANK-
FURT A.M., GERMANY

HAODONG ZHU, h.zhu1@tue.nl, EINDHOVEN UNIVERSITY OF TECHNOLOGY, DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE,
METAFORUM MF 4.084, 5600 MB EINDHOVEN, THE NETHERLANDS.

13

https://anr-malin.sciencesconf.org/data/pages/Aussois_2.pdf
http://arxiv.org/abs/2108.08067

	1. Introduction and main result
	1.1. Introduction
	1.2. Main result
	1.3. Proof strategy

	2. Preliminaries
	2.1. Recursive computation of tree marginals
	2.2. Distributional identities from 2sat

	3. Almost sure convergence of the root marginal in a truncated Galton-Watson tree
	3.1. Multi-type Galton-Watson process
	3.2. Proof of Proposition 3.1

	4. Proof of Proposition 1.4
	4.1. Finite rooted trees
	4.2. Proof of Proposition 1.4

	5. Proof of Proposition 1.5
	5.1. Infinite trees have no atoms
	5.2. Infinite tree support
	5.3. Proof of Proposition 1.5

	References

