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Abstract. We introduce a nonlinear, nonhierarchical generalization of Derrida’s GREM
and establish through a Sanov-type large deviation analysis both a Boltzmann-Gibbs
principle as well as a Parisi formula for the limiting free energy. In line with the predic-
tions of the Parisi theory, the free energy is given by the minimal value over all Parisi
functionals/hierarchical structures in which the original model can be coarse-grained.

1. Introduction

The study of mean field spin glasses, started by physicists in the 1970’s and culmi-
nated in the Parisi theory [6], has over time revealed a rich and challenging mathematical
structure. Despite the enormous progress over the last decades, the whole Parisi picture
and its presumed universality for mean field models still remains not fully understood.
Indeed, for the prototypical models of the theory such as the Sherrington-Kirkpatrick
[SK] model [15], a rigorous treatment via large deviations techniques within the classical
Gibbs-Boltzmann formalism is still lacking, and one has to resort to sophisticated ma-
chinery, in particular Guerra’s interpolations [8, 16] and the Ghirlanda-Guerra identities
[7]. These tools are remarkably efficient but cannot provide, by their own nature, insights
for given realization of the disorder. We refer the reader to [9] and references therein for
a comprehensive account of the state of the art for the SK-model1.

One of the most puzzling features of the Parisi theory is the ultrametricity, namely
the emergence in the infinite volume limit of hierarchical structures closely related to the
generalized random energy models, the GREM, introduced by Derrida in the 1980’s [4, 5].
For a large class of SK-type Hamiltonians, the ultrametricity has meanwhile been put on
rigorous ground by Panchenko [10]. The analysis relies crucially on the Ghirlanda-Guerra
identities.

In order to shed some light on the origin of ultrametricity, simplified models for spin
glasses which are amenable to a rigorous solution via large deviation techniques have been
introduced by Bolthausen and the first author in [1, 2, 3]: the first paper deals with a
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nonhierarchical yet linear superposition of Derrida’s GREMs, whereas the second paper
analyses a non-linear version of the GREM which is closely related to the perceptron
model from neural networks [6] and which we refer to henceforth as Perceptron GREM.

In the present paper we introduce a random Hamiltonian which is neither hierarchical
from the start nor given by linear superpositions of GREM-like models. For such nonhier-
archical, nonlinear generalization of the random energy models we establish a quenched,
Sanov-type large deviation principle for the empirical distribution of the random energies
which in turn allows to derive a Boltzmann-Gibbs principle, as well as a Parisi formula
for the free energy in the thermodynamical limit. The limiting free energy turns out to
be given by the minimal value over multiple nonlinear Parisi functionals / hierarchical
structures.

What is perhaps more, our analysis suggests that the onset of ultrametricity is inti-
mately related to certain monotonicity properties of relative entropies/Kullback-Leibler
functionals, and shows how these monotonicities lead to the optimal balance in the energy-
entropy competition.

We emphasize that the spin glass we investigate here is nonlinear insofar the sub-
energies interact via a perceptron-like function, see (2.2) below for the definition of the
model, but the Hamiltonian still is a linear functional of the empirical measures of the
random energies. The case of nonlinear functionals, which give rise to models which
better approximate realistic spin glasses such as the SK-model, will be addressed in a
forthcoming work.

2. Definition of the model and main results

We start with some notation: for n ∈ N, we set I
def
= {1, 2, ..., n} for the set of species.

For J ⊆ I we denote by

PJ
def
= {A ⊆ J : A 6= ∅}

the power set of J (without empty set). For N ∈ N, which will play the role of the volume,
and j ∈ I, we denote by

αj ∈
{

1, · · · , 2
N
n

}
the spins associated to the jth-species. For J ∈ PI we identify the |J |-tuple (αj)j∈J with

αJ
def
= (αj)j∈J , αJ ∈

{
1, · · · , 2

|J|N
n

}
.

By a slight abuse of notation, if J = I we shorten Pn for PI , and write α for a
configuration, i.e. the whole vector of spins (α1, · · · , αn).

Remark that we have altogether 2N configurations, and since our configuration space is
in one-to-one correspondence with the set {1, . . . , 2N}, to lighten notations, we will refer
to the latter in the counting procedures which we implement below.

Consider independent random variables{
XJ
αJ ,i

}
J∈Pn,i∈N

with values in a given Polish space S equipped with the Borel σ-field S, and defined on a
probability space (Ω,A,P). We assume that for J ∈ Pn each variable XJ

αJ ,i
is distributed
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according to the same probability distribution µJ . In this case, the product measure

µ
def
=
⊗
J∈Pn

µJ gives the joint distribution of the random vector

Xα,i
def
=
(
XJ
αJ ,i

)
J∈Pn

. (2.1)

Since |Pn| = 2n − 1, the joint law µ is an element of M+
1 (S2n−1), the space of all

probability distributions on the product space S2n−1 which, endowed with the topology
of weak convergence, is Polish itself.

For d ∈ N, ν ∈ M+
1 (Sd), we denote by Br(ν) the open ball centered in ν with radius

r > 0 in one of the standard metrics (e.g. Prokhorov’s metric); a neighborhood or an open
subset are conceived in the corresponding topology. This turns M+

1 (Sd) into a complete,
separable metric space.

For d ∈ N, ν ∈ M+
1 (Sd) and B a subset of indeces, B ⊆ {1, · · · , d}, we write ν(B) ∈

M+
1

(
S|B|

)
for the marginal of ν restricted to the coordinates corresponding to indices in

B; with πB : Sd → S|B| the associated natural projection, it thus holds that

ν(B) def
= (πB)∗ (ν) = ν ◦ π−1

B .

Given a function φ : S2n−1 → R, our spin glass Hamiltonian is then

HN(α) =
∑
i≤N

φ (Xα,i) = N

∫
φ(x)LN,α(dx) , (2.2)

where

LN,α =
1

N

N∑
i=1

δXα,i , (2.3)

is the empirical measure, a random element in M+
1

(
S2n−1

)
. The partition function and

free energy associated to (2.2) are defined as

ZN(φ) = 2−N
2N∑
α=1

eHN (α), resp. FN(φ) =
1

N
logZN(φ). (2.4)

This spin glass model is thus a generalization of the Perceptron GREM discussed in [3]
but which, unlike the latter, has no in-built ultrametric structure.

For d ∈ N, ν, ν ′ ∈M+
1 (Sd), we denote by

H( ν | ν ′ ) def
=

{∫
log dν

dν′
dν if ν � ν ′

∞ otherwise.

the usual relative entropy of ν with respect to ν ′. Finally, for J ∈ Pn, we set

CJ
def
=

{
ν ∈M+

1 (S2n−1) : H(ν(PJ ) |µ(PJ )) ≤ |J |
n

log 2

}
. (2.5)

Our first result states that the quenched infinite volume free energy exists, and is given by
the solution of a Boltzmann-Gibbs variational principle. The upshot is analogous to the
control of the thermodynamical limit established in [1] through second moment estimates
on the energy levels for the case of linear φ, and with disorder given by Gaussian random
variables.
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Theorem 2.1. Let φ : S2n−1 → R be continuous and bounded. Then f(φ)
def
= lim

N→∞
FN(φ)

exists almost surely, and is given by

f(φ) = sup
ν∈M+

1 (S2n−1)

{∫
φdν − J(ν)

}
(2.6)

where the quenched rate function J :M+
1 (S2n−1)→ R is given by

J(ν)
def
=

H(ν|µ) if ν ∈
⋂

J∈Pn
CJ

∞ otherwise.
(2.7)

Since the set Pn is partially ordered through the inclusion relation, we can consider its
totally ordered subsets, which are referred to, with the terminology from [1], as chains.
We set

Cn
def
=
{
T =

{
ATk
}n
k=0

: AT0 = ∅, ∀k ∈ I \ {n} : ATk ⊂ I, ATk ⊂ ATk+1, |ATk | = k, ATn = I
}
.

(2.8)
Each element in Cn corresponds to a specific hierarchical structure among all those in

which the original model can be coarse-grained, i.e. to each chain T ∈ Cn we can associate
a Hamiltonian HT

N which gives rise to a Perceptron GREM. To see how this goes, for
T ∈ Cn, we define

Tk
def
= {J ⊂ I : J ⊆ ATk , J 6⊆ ATk−1} ⊂ Pn , k ∈ I. (2.9)

The sets T1, · · · , Tn describe explicitely how a specific chain T assembles the n-levels into
the corresponding hierarchical structure: if

T = { ∅ ⊂ {a1} ⊂ {a1, a2} ⊂ · · · ⊂ {a1, · · · , an−1} ⊂ {1, · · · , n} } (2.10)

then the αa1 ’s play the role of indeces for the first level, (αa1 , αa2)’s for the second etc..
Since Pn is the disjoint union of the {Tk}k∈I for any J ∈ Pn there is a unique

kJ = kJ(T ) ∈ I for which J ∈ TkJ . (2.11)

Given these indeces we shorten2

Y T
α,i =

(
Y J
αa1 ,···αakJ ,i

)
J∈Pn

, (2.12)

where the Y J
·,· -s are µJ -distributed and independent both over the α’s as well as over the

i’s. Hence, the coarse grained Hamiltonian corresponding to the chain T ∈ Cn is defined
as

HT
N(α)

def
=

N∑
i=1

φ(Y T
α,i) , (2.13)

2We stress that the order in which the random sub-energies appear in the vectors (2.12) is the same
as the one of the original vector (2.1): if Pn = {J1, · · · , J2n−1}, then the c-th variable is distributed
according to µJc , ∀ c ∈ {1, · · · , 2n − 1}.
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with associated partition function and free energy in finite volume denoted by

ZT
N(φ) = 2−N

2N∑
α=1

eH
T
N (α), F T

N (φ) =
1

N
logZT

N(φ). (2.14)

The Hamiltonian (2.13) is in the form of a Perceptron GREM3 introduced and solved in
[3]: both a Gibbs variational principle, as well as a Parisi-like formula, for the limiting
free energy are available.

For later purposes, we need to recall how the Parisi variational principle for the Per-
ceptron GREM is constructed [3]: consider the standard simplex

∆
def
= {m = (m1, . . . ,mn) : 0 < m1 ≤ m2 ≤ · · · ≤ mn ≤ 1} , (2.15)

and recursively construct functions

φTn = φ,

φTk−1

(
x(1), · · · ,x(k−1)

)
=

1

mk

log

∫
exp

[
mkφ

T
k

(
x(1), · · · ,x(k−1),y

)]
µ(Tk)(dy) ,

(2.16)

for k ∈ I, shortening also x(j) = (xJ)J∈Tj and µ(Tk)(dy) =
∏

J∈PTk \P
T
k−1

µJ(dyJ), and

omitting the dependence of the φ-functions on the parameter m to lighten notations.
We then set

P T (m)
def
=

log 2

n

n∑
k=1

1

mk

+ φT0 (m) . (2.17)

It is proved in [3, Theorem 2.3-2.5] that for continuous and bounded φ, the limit

fT (φ)
def
= lim

N→∞
F T
N exists almost surely and is given by the solution of the Boltzmann-

Gibbs variational principle

fT (φ) = sup
ν∈M+

1 (S2n−1)

{∫
φ(x)dν − JT (ν)

}
, (2.18)

with quenched rate function JT :M+
1 (S2n−1)→ R given by

JT (ν)
def
=

H(ν|µ) if ν ∈
n⋂
k=1

CATk

∞ otherwise,
(2.19)

3The coarse-graining requires some burdening notation, but the procedure is quickly understood
through a concrete example which the reader may want to keep in mind throughout: let n = 2,

and consider Xα,i = (X
{1}
α1,i

, X
{2}
α2,i

, X
{1,2}
(α1,α2),i

) ∼ µ{1} ⊗ µ{2} ⊗ µ{1,2}, in which case φ : S3 → R

and HN (α) =
∑
i φ(X

{1}
α1,i

, X
{2}
α2,i

, X
{1,2}
α1,α2,i

). There are two possible chains: R
def
= {{1}, {1, 2}} or

T
def
= {{2}, {1, 2}}. By way of example we focus on the latter, in which case the sets (2.9) are given by

T1 = {{2}} , T2 = {{1}, {1, 2}}, and the new sub-energies are given by Y
{2}
α2,i
∼ µ{2} for the ”first level”,

and (Y
{1}
(α1,α2),i

, Y
{1,2}
(α1,α2),i

) ∼ µ{1}⊗µ{1,2} for the second. The Hamiltonian of the coarse-grained model is

then HT
N (α) =

∑
i φ(Y

{1}
α1,α2,i

, Y
{2}
α2,i

, Y
{1,2}
α1,α2,i

). The key aspect of the procedure is thus to replace the X
{1}
α1,i

with Y
{1}
α1,α2,i

the latter being independent over the α′2s: this eventually induces a hierarchical correlation

structure as in the Perceptron GREM.
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and the sets CATk as in (2.5). Moreover, the solution can be given in terms of the following
Parisi variational principle

fT (φ) = min
m∈∆

P T (m) . (2.20)

Our contribution here is to extend the above to the nonhierarchical Hamiltonian (2.2).

Theorem 2.2. Assume φ : S2n−1 → R is continuous and bounded. Then

f(φ) = min
T∈Cn

fT (φ) = min
T∈Cn

{
min
m∈∆

P T (m)

}
(2.21)

where f(φ) is the limiting free energy (2.6), and fT (φ) the limiting free energy (2.18)
associated to the chain T ∈ Cn.

In other words, the limiting free energy of the nonhierarchical Perceptron GREM is
given by the minimum among the free energies associated to all chains in which the original
model can be coarse-grained. The novelty compared to [3] is thus the minimization in
(2.21) over all T ∈ Cn, i.e. over all possible hierarchical structures: this feature is in full
agreement with the Parisi theory for the more sophisticated mean field spin glasses like
the SK-model, where the corresponding minimization is indeed over all q-functions [6].

3. The Gibbs variational principle

In this section we give a proof of Theorem 2.1. For this we will closely follow the large
deviation analysis of [3] of the Perceptron GREM, which is flexible, and carries over to
this more general setting quite swiftly. Lest the reader is overwhelmed with innumerous
pointers and references, and given that the treatment is reasonably short, we will work
out out all steps in detail.

We first need some infrastructure: for an open subset U ⊂ M+
1 (S2n−1) we will denote

by MN(U) the random variable counting the number of α-s for which the corresponding
empirical distribution (2.3) lies in U , to wit:

MN(U) = #{α = 1, . . . , 2N : LN,α ∈ U}.
The following two lemmata state some well known properties of relative entropies. The

short and elementary proofs are given for completeness.

Lemma 3.1. Let S be a Polish space, d ∈ N, ν, µ ∈ M+
1

(
Sd
)

with ν � µ, µ =
⊗d

k=1 µk
for some µk ∈M+

1 (S), k ∈ {1, · · · , d}. Then for every nonempty B ⊆ {1, · · · , d},

H(ν |µ) = H
(
ν(B) |µ(B)

)
+H

(
ν | ν(B) ⊗ µ(Bc)

)
(3.1)

H
(
ν(B) |µ(B)

)
≤ H (ν |µ) (3.2)

where Bc = {1, · · · , d} \B.

Proof. The second claim (3.2) is an immediate consequence of (3.1), together with the
positivity of relative entropies. In order to see the first claim, let {Sk}dk=1 be d copies of
S and B = {b1, · · · , bM}, Bc = {a1, · · · , ad−M}. Since the product space of Polish spaces
is Polish, specifically Radon,the disintegration Theorem holds for every ν ∈ M+

1

(
Sd
)

and we can define the conditional distribution ν(Bc|B) of ν on Sa1 × · · · × Sad−M given the
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projection on Sb1 × · · · × SbM . Expressing ν = ν(B) ⊗ ν(Bc|B) as a semi-direct product, it
holds

H(ν |µ) =

∫
log

(
dν

dµ

)
dν =

∫
log

(
dν(B)

dµ(B)

)
dν +

∫
log

(
dν(Bc|B)

dµ(Bc)

)
dν

= H
(
ν(B) |µ(B)

)
+

∫
log

(
dν(Bc|B)

dµ(Bc)

)
dν .

(3.3)

We now focus on the second term on the r.h.s. above: by well-known properties of
Radon-Nikodym derivatives4 we may write

dν(Bc|B)

dµ(Bc)
=
dν(B)

dν(B)
· dν

(Bc|B)

dµ(Bc)
=

dν

d (ν(B) ⊗ µ(Bc))
, (3.4)

and therefore∫
log

(
dν(Bc|B)

dµ(Bc)

)
dν =

∫
log

(
dν

d (ν(B) ⊗ µ(Bc))

)
dν = H

(
ν | ν(B) ⊗ µ(Bc)

)
. (3.5)

Plugging this in (3.3) then yields (3.1).
�

Lemma 3.2. (Semicontinuity of relative entropies) With the notation of the previous
Lemma, the functions ν → H(ν |µ), ν → H

(
ν | ν(B) ⊗ µ(Bc)

)
are lower semicontinuous

in the weak topology.

Proof. It is well known that for relative entropies the following representations hold:

H(ν |µ) = sup
u∈U

[∫
udν − log

∫
eudµ

]
, (3.6)

where U is the set of all bounded continous functions Sd → R, and analogously for

H
(
ν | ν(B) ⊗ µ(Bc)

)
= sup

u∈U

[∫
udν − log

∫
eud
(
ν(B) ⊗ µ(Bc)

)]
. (3.7)

But for u ∈ U , the functionals

ν →
∫
udν, ν → log

∫
eudµ, ν → log

∫
eud
(
ν(B) ⊗ µ(Bc)

)
are all continuous: the claim of the Lemma thus steadily follows from this observation
and the representations (3.6) and (3.7). �

The next technical result is a generalization of [3, Lemma 3.1].

Lemma 3.3. (Relative Sanov Theorem) Let α = (α1, · · · , αn), α′ = (α′1, · · · , α′n) be
two configurations and LN,α, LN,α′ the associated empirical distributions defined in (2.3).
Assume that for A ∈ Pn,

αj = α′j, j ∈ A and αj 6= α′j, j ∈ I \ A.
Then the couple (LN,α, LN,α′) satisfies a LDP with good rate function

JA(ν, θ) = H(ν(PA) |µ(PA)) +H
(
ν | ν(PA) ⊗ µ(PcA)

)
+H

(
θ | θ(PA) ⊗ µ(PcA)

)
, (3.8)

4This step is somewhat informal, but see e.g. [12].
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if ν(PA) = θ(PA) (and =∞ otherwise), where PcA = Pn \ PA.

Proof. Let S be a Polish space, d ∈ N,

P ′ = {b1, · · · , bM} ⊆ {1, · · · , d},P ′ 6= ∅,

and {Xi}, {Yi} two independent families of indendent random variables with

Xi ∼ µ ∈
d⊗

k=1

M+
1 (Sk), Yi ∼ µ′ ∈

M⊗
l=1

M+
1 (S ′bl),

where each Sk, S
′
bl

is a copy of S.
We consider the empirical distribution

MN =
1

N

N∑
i=1

δ(Xi,Yi) (3.9)

associated to vectors (Xi,Yi) ∈ S1×· · ·×Sd×S ′b1×· · ·×S
′
bM

and the natural projections

π : S1 × · · · × Sd × S ′b1 × · · · × S
′
bM
−→ S1 × · · · × Sd,

π′ : S1 × · · · × Sd × S ′b1 × · · · × S
′
bM
−→ S̃1 × · · · × S̃d,

(3.10)

where

S̃k
def
=

{
Sk if k ∈ P
S ′k if k /∈ P

, P def
= {1, · · · , d} \ P ′ = {c1, c2, · · · , cd−M}.

We define

(LN , RN)
def
= MN ◦ (π, π′)−1,

which is a random element in M+
1 (S1 × · · · × Sd)×M+

1 (S̃1 × · · · × S̃d), and

J(ν, θ)
def
=

{
H(ν(P) |µ(P)) +H

(
ν | ν(P) ⊗ µ(P ′) )+H

(
θ | θ(P) ⊗ µ′

)
if ν(P) = θ(P)

∞ otherwise.

(3.11)
Applying Sanov’s Theorem to (3.9), and by continuous projection, we obtain that the
couple (LN , RN) satisfies a LDP with good rate function

J′(ν, θ) = inf
ρ

{
H ( ρ |µ⊗ µ′ ) : ρπ−1 = ν, ρπ′−1 = θ

}
.

Since the projections (3.10) coincide on coordinates indexed in P , for all
ρ ∈M+

1

(
S1 × · · · × Sd × S ′b1 × · · · × S

′
bM

)
it holds (ρπ−1)(P) = (ρπ′−1)(P) and the follow-

ing implication is immediate

ν(P) 6= θ(P) =⇒ J′(ν, θ) =∞.

We may thus henceforth assume ν(P) = θ(P), and consider ρ̃ = ρ̃(ν, θ) with marginal ν(P) =
θ(P) on Sc1 ×· · ·×Scd−M , and conditional distribution on Sb1 ×· · ·×SbM ×S ′b1 ×· · ·×S

′
bM

given the projection on Sc1 × · · · × Scd−M as the product of the conditional distribution
of ν on Sb1 × · · · × SbM given the projection on Sc1 × · · · × Scd−M , and of the conditional
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distribution θ on S ′b1 × · · ·×S
′
bM

given the projection on Sc1 × · · ·×Scd−M . In which case,
applying (3.1), we easily obtain

H ( ρ̃ |µ⊗ µ′ ) = H
(
ν(P) |µ(P)

)
+H

(
ν | ν(P) ⊗ µ(P ′)

)
+H

(
θ | θ(P) ⊗ µ′

)
and therefore J ≥ J′. Conversely, for any ρ satisfying ρπ−1 = ν, ρπ′−1 = θ, we claim that

J(ν, θ) ≤ H(ρ |µ⊗ µ′) . (3.12)

(Remark that we can assume that the right hand side is finite). To see this, we first write

H ( ρ |µ⊗ µ′ ) = H ( ρ | ρ̃(ν, θ) ) +

∫
dρ log

dρ̃(ν, θ)

d(µ⊗ µ′)
.

The first term is non-negative, while the second equals∫
dρ̃(ν, θ) log

dρ̃(ν, θ)

d(µ⊗ µ′)
= J(ν, θ),

and (3.12) follows. The statement of the Lemma corresponds then to the case

d = 2n − 1, P ′ = PcA.

�

Proposition 3.4. Let ν ∈M+
1

(
S2n−1

)
be such that H(ν |µ) <∞, ε > 0 and V an open

neighborhood of ν. Then there exists an open neighborhood U of ν, U ⊂ V , and δ > 0 for
which

P
[
MN(U) ≥ eN(log 2−H(ν |µ)+ε)

]
≤ e−δN .

Proof. By the semicontinuity property of the relative entropy, given Br(ν) a family of
open balls with radius r > 0, one has

inf
ρ∈Br(ν)

H(ρ |µ)→ H(ν |µ) as r → 0.

Specifically, we can extract a sequence {rk}k∈N with rk → 0 as k →∞ so that

inf
ρ∈Br(ν)

H(ρ |µ) = inf
ρ∈Br(ν)

H(ρ |µ)→ H(ν |µ).

Therefore for every ε > 0, V we may find k ∈ N for which

Brk(ν) ⊂ V and inf
ρ∈Brk (ν)

H(ρ |µ) = inf
ρ∈Brk (ν)

H(ρ |µ) ≥ H(ν |µ)− ε

4
. (3.13)

All in all,

E [MN(Brk(ν))] =
2N∑
α=1

P [LN,α ∈ Brk(ν)] ≤ 2N exp
[
−N

(
H(ν |µ)− ε

2

)]
,

the last step by Sanov’s theorem together with (3.13).

The claim of the Proposition steadily follows from Markov’s inequality, and δ = ε/4. �
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Proposition 3.5. Let ν ∈M+
1

(
S2n−1

)
be such that for some J ∈ Pn, H

(
ν(PJ ) |µ(PJ )

)
>

|J | log 2/n and V an open neighborhood of ν. Then there exists an open neighborhood U
of ν, U ⊂ V , and δ > 0 such that for N large enough

P [MN(U) 6= 0] ≤ e−δN .

Proof. Let J ∈ Pn satisfy H
(
ν(PJ ) |µ(PJ )

)
> |J | log 2/n. Similarly to the proof of Propo-

sition 3.4 we can select a neighborhood W of ν(PJ ) ∈M+
1

(
S|PJ |

)
with

inf
ρ∈W

H
(
ρ | µ(PJ )

)
= inf

ρ∈W
H
(
ρ | µ(PJ )

)
>
|J |
n

log 2 + 2δ,

for some δ > 0. If we now define

U
def
=
{
ν ∈M+

1 (S2n−1) : ν ∈ V, ν(PJ ) ∈ W
}
,

it follows from union bounds/subadditivity that

P [MN(U) 6= 0] = P [∃α : LN,α ∈ U ] ≤ P
[
∃α : (LN,α)(PJ ) ∈ W

]
≤

2|J|N/n∑
αJ=1

P
[

(LN,α)(PJ ) ∈ W
]

= 2
|J|
n
N P

[
(LN,α)(PJ ) ∈ W

]
,

(3.14)

the last line using that the empirical measures are identically distributed. Since the r.h.s.
above is, by Sanov’s theorem, at most

2
|J|
n
N exp

[
−N

(
inf
ρ∈W

H
(
ρ | µ(PJ )

)
− δ
)]
≤ 2

|J|
n
N2−

|J|
n
Ne−δN = e−δN , (3.15)

the proof of the Proposition is concluded. �

Proposition 3.6. Assume that ν ∈ M+
1 (S2n−1) satisfies the C-conditions (2.5) strictly,

namely that H
(
ν(PJ )|µ(PJ )

)
< |J |/n log 2, J ∈ Pn. Let V be an open neighborhood of ν,

and ε > 0. Then there exists an open neighborhood U of ν with U ⊂ V and δ > 0 such
that for large enough N

P
[
MN(U) ≤ eN(log 2−H(ν |µ)−ε)] ≤ e−δN .

Proof. We claim that for all ε > 0 there exists δ > 0 and U ⊂ V an open neighborhood
of ν for which

VarMN(U) ≤ e−2δN [EMN(U)]2 . (3.16)

Assuming this for the time being, the proposition follows steadily as an elementary ap-
plication of Chebycheff’s inequality: indeed, by Sanov’s theorem,

EMN(U) = 2N P (LN,α ∈ U) ≥ 2N exp (−NH(ν |µ)−Nξ ) , (3.17)
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for ξ > 0. Elementary manipulations then yield

P
[
MN(U) ≤ 2N exp (−NH(ν |µ)− 2Nξ)

]
= P

[
MN(U)− EMN(U) ≤ e−Nξ 2N exp (−NH(ν |µ)−Nξ)− EMN(U)

]
(3.17)

≤ P
[
MN(U)− EMN(U) ≤

(
e−Nξ − 1

)
EMN(U)

]
≤ P

[
MN(U)− EMN(U) ≤ −1

2
EMN(U)

]
,

(3.18)
for N large enough. But the r.h.s. of (3.18) is at most

P
[
|MN(U)− EMN(U)| ≥ 1

2
EMN(U)

]
≤ 4

VarMN(U)

[EMN(U)]2
(3.16)

≤ 4e−2Nδ ≤ e−δN , (3.19)

settling the claim of the proposition.

It thus remains to prove (3.16). To see how this goes, we first observe that, under the
assumptions of the proposition, there exists η > 0 such that

H
(
ν(PJ ) |µ(PJ )

)
<
|J |
n

log 2− η. (3.20)

Moreover, we claim that for J ∈ Pn,

lim
r→0

inf
ρ,θ∈Br(ν)

ρ(PJ )=θ(PJ )

{
H(ρ |µ) +H

(
θ | θ(PJ ) ⊗ µ(PcJ )

)}
=

= H(ν |µ) +H
(
ν | ν(PJ ) ⊗ µ(PcJ )

)
.

(3.21)

This can be checked through approriate upper- and lower bounds. The bound ”≤” is
straightforward: simply plug in ρ = θ = ν on the l.h.s. above. The bound ”≥” is a
consequence of the semicontinuity properties of the relative entropies: in fact, by Lemma

3.2, one gets that for a sequence (ρm, θm) with ρ
(PJ )
m = θ

(PJ )
m and ρm, θm → ν it holds

lim inf
m→∞

H(ρm |µ) ≥ H(ν |µ),

lim inf
m→∞

H
(
θm | θ(PJ )

m ⊗ µ(PcJ )
)
≥ H

(
ν | ν(PJ ) ⊗ µ(PcJ )

)
,

(3.22)

which settles the ”≥”-case, and thus (3.21).

By (3.21), for r small enough such that Br(ν) ⊂ V, U = Br(ν) we have that for J ∈ Pn,
it holds:

inf
ρ,θ∈Br(ν)

ρ(PJ )=θ(PJ )

{
H(ρ |µ) +H

(
θ | θ(PJ ) ⊗ µ(PcJ )

)}
≥ H(ν |µ) +H

(
ν | ν(PJ ) ⊗ µ(PcJ )

)
− η

2

= H(ν |µ) +H(ν |µ)−H
(
ν(PJ ) |µ(PJ )

)
− η

2
,

(3.23)
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the last step by the chain rule (3.1). The r.h.s. above equals

2H(ν |µ)−H
(
ν(PJ ) |µ(PJ )

)
− η

2
≥ 2H(ν |µ)− |J |

n
log 2 +

η

2
, (3.24)

the last step using (3.20). All in all, we have established that

inf
ρ,θ∈U

ρ(PJ )=θ(PJ )

{
H(ρ |µ) +H

(
θ | θ(PJ ) ⊗ µ(PcJ )

)}
≥ 2H(ν |µ)− |J |

n
log 2 +

η

2
. (3.25)

This inequality will play a crucial role in the control of the second moment of the MN -
counting randon variable which stands behind (3.16): we begin by writing

EM2
N(U) =

2N∑
α,α′=1

P [Lα,N ∈ U,Lα′,N ∈ U ]

≤
∑

αj 6=α′j , ∀j∈I

pα,α′ +
∑
J∈Pn

∑
αj=α

′
j ∀ j∈J

αj 6=α′j ∀j∈I\J

pα,α′ ,
(3.26)

where we have shortened, to lighten notations,

pα,α′
def
= P

[
Lα,N ∈ U,Lα′,N ∈ U

]
.

Now, if αj 6= α′j for all j ∈ I, then the associated empirical measures Lα,N and Lα′,N are
independent, and we may bound the corresponding contribution in (3.26) with the square
of the first moment to obtain

EM2
N(U) ≤

[
EMN(U)

]2
+
∑
J∈Pn

∑
αj=α

′
j ∀ j∈J

αj 6=α′j ∀j∈I\J

pα,α′ . (3.27)

In order to control the probabilities in the sum on the r.h.s. above, we consider the
generic situation where for some J ∈ Pn, αj = α′j ∀j ∈ J , αj 6= α′j ∀j ∈ I \ J . In this
case, by the relative Sanov principle from Lemma 3.3, and for N large enough, it holds:

pα,α′ = P
[
Lα,N ∈ U,Lα′,N ∈ U

]
≤ exp

−N inf
ρ,θ∈U

ρ(PJ )=θ(PJ )

{JJ(ρ, θ)}+
Nη

4

 , (3.28)

where the quenched rate function with prescribed marginals as above satisfies

JJ(ρ, θ) = H(ρ(PJ ) |µ(PJ )) +H
(
ρ | ρ(PJ ) ⊗ µ(PcJ)

)
+H

(
θ | θ(PJ ) ⊗ µ(PcJ)

)
= H(ρ |µ) +H

(
θ | θ(PJ ) ⊗ µ(PcJ)

)
,

(3.29)
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the first step by definition, and the second by the chain rule from Lemma 3.1. Plugging
this into (3.28) we thus get

pα,α′ ≤ exp

−N inf
ρ,θ∈U

ρ(PJ )=θ(PJ )

{
H(ρ |µ) +H

(
θ | θ(PJ ) ⊗ µ(PcJ)

)}
+
Nη

4


≤ 2

N|J|
n exp

[
−2NH(ν |µ)− Nη

4

]
,

(3.30)

the last inequality by the key bound (3.25), and therefore∑
αj=α

′
j ∀j∈J

αj 6=α′j ∀j∈I\J

pα,α′ ≤ 2(n−|J |)N
n 2

N|J|
n

(
2
N
n − 1

)(n−|J |)
2
N|J|
n exp

[
−2NH(ν |µ)− Nη

4

]

≤ 22N exp

[
−2NH(ν |µ)− Nη

4

]
.

(3.31)
Plugging this in (3.27), and recalling (3.17) with ξ = η

16
, we thus get that for N large

enough

VarMN(U) ≤ 22N(2n − 1) exp

[
−2NH(ν |µ)− Nη

4

]
≤ e−

Nη
8 [EMN(U)]2 , (3.32)

which settles the claim (3.16) with δ = η
16

, say.
�

Proof of Theorem 2.1. We begin with a couple of elementary observations.

• First recall that for J ∈ Pn,

CJ =

{
ν ∈M+

1 (S2n−1) : H(ν(PJ ) |µ(PJ )) ≤ |J |
n

log 2

}
. (3.33)

These sets are compact thanks to the semicontinuity of ν → H(ν |µ) from Lemma
3.2 . It thus follows that the intersection

⋂
J∈Pn CJ ⊂M

+
1 (S2n−1) is itself compact,

and in particular that there exists ν ′ ∈
⋂
J∈Pn CJ such that

sup
ν∈

⋂
J∈Pn

CJ

{∫
φdν −H(ν |µ)

}
=

∫
φdν ′ −H(ν ′ |µ).

• It is well known that ν → H(ν |µ) is convex.
• It clearly holds that µ ∈

⋂
J∈Pn CJ .

Given a convex combination νλ
def
= λµ+ (1− λ)ν ′, 0 < λ < 1 we thus have

H(ν
(PJ )
λ |µ(PJ )) <

|J |
n

log 2 ∀J ∈ Pn.
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We also know that as λ→ 0, νλ → ν ′ weakly and
∫
φdνλ →

∫
φdν ′, H(νλ |µ)→ H(ν ′ |µ).

In particular, to ε > 0 we can find λ > 0 with∫
φdνλ −H(νλ |µ) ≥

∫
φdν ′ −H(ν ′ |µ)− ε. (3.34)

Moreover, since the map ν →
∫
φ(x)ν(dx) is continuous, by Proposition 3.6 we can find

a neighbourhood U of νλ, and δ > 0 such that∫
φ(x)νλ(dx)−

∫
φ(x)ρ(dx) ≤ ε ∀ρ ∈ U,

and with the neighbourhood U such that

P
[
MN(U) ≤ 2Ne−H(νλ |µ)N−εN)

]
≤ e−δN .

With this choice, we thus have for the partition function of our spin glass (2.4) that

ZN(φ) = 2−N
2N∑
α=1

exp

[
N

∫
φ(x)LN,α(dx)

]
≥ exp

[
N

∫
φ(x)νλ(dx)− εN

]
exp [−H(νλ |µ)N − εN ]

≥ exp

N sup
ν∈

⋂
J∈Pn

CJ

{∫
φ(x)dν −H(ν |µ)

}
− 3εN

 .
(3.35)

As ε is arbitrary, it follows from Borel-Cantelli that

lim inf
N→∞

FN(φ) = lim inf
N→∞

1

N
logZN(φ) ≥ sup

ν∈
⋂

J∈Pn
CJ

{∫
φ(x)dν −H(ν |µ)

}
, (3.36)

almost surely. This settles the ”first half of the theorem”, i.e. the lower bound to the free
energy.

In order to establish the upper bound, we distinguish two cases:

i) For ν ∈
⋂

J∈Pn
CJ , we choose a radius rν > 0 such that

P
[
MN(Brν (ν)) ≥ eN(log 2−H(ν |µ)+ε)

]
≤ e−δνN ,

for large enough N and some δν > 0; this is clearly possible in virtue of Proposition
3.4. The radius rν is chosen however small enough such that∣∣∣∣∫ φ(x)ρ(dx)−

∫
φ(x)ν(dx)

∣∣∣∣ ≤ ε, ∀ρ ∈ Brν (ν),

(which is possible thanks to the aforementioned continuity of the map ρ 7→
∫
φ(x)ρ(dx)).

ii) For ν ∈ CI \
( ⋂
J∈Pn

CJ

)
we still have H(ν |µ) ≤ log 2 and we can resort to

Proposition 3.5 to find rν > 0 such that

P [MN(Brν (ν)) 6= 0] ≤ e−δνN , (3.37)
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for large enough N , and some δν > 0.

Using that CI ⊂
⋃
ν∈CI Brν (ν), by compactness we may extract a finite sequence

{νj}mj=1 ⊂ CI for which covering still holds, to wit

CI ⊂
m⋃
j=1

Brj(νj),

where we have also shortened rj
def
= rνj . Moreover, if we set

U
def
=

m⋃
j=1

Brj(νj), δ
def
= min

j∈{1,··· ,m}
δνj ,

it follows from Sanov theorem that

lim sup
N→∞

1

N
logP [LN,α /∈ U ] ≤ − inf

ν /∈U
H(ν |µ) < − log 2. (3.38)

Splitting the contributions to the partition function then steadily yields the upper bound

ZN(φ) ≤ 2−N
m∑
l=1

∑
α:LN,α∈Brl (νl)

exp

[
N

∫
φ(x)LN,α(dx)

]
+

+ 2−N
∑

α:LN,α /∈U

exp

[∫
φ(x)LN,α(dx)

]
.

(3.39)

By (3.38), the second summand yields no contribution in the large N -limit. Analogously,
(3.37) establishes that the same applies to those terms in the first summand for which
νl /∈

⋂
J∈Pn

CJ . All in all we have

ZN ≤ 2−N
∑

l: νl∈
⋂

J∈Pn
CJ

∑
α:LN,α∈Brl (νl)

exp

[
N

∫
φ(x)LN,α(dx)

]

≤ eεN
∑

l: νl∈
⋂

J∈Pn
CJ

exp

[
N

∫
φdνl

]
MN (Brl(νl))

≤ e2εN
∑

l: νl∈
⋂

J∈Pn
CJ

exp

[
N

∫
φdνl −NH(νl |µ)

]

≤ e2εNm exp

N sup
ν∈

⋂
J∈Pn

CJ

{∫
φdν −H(ν |µ)

}

(3.40)

almost surely, for large enough N . Since ε is arbitrary we thus have

lim sup
N→∞

FN(φ) = lim sup
N→∞

1

N
logZN(φ) ≤ sup

ν∈
⋂

J∈Pn
CJ

{∫
φdν −H(ν |µ)

}
,

almost surely. This being the sought upperbound, Theorem 2.1 follows. �
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4. The Parisi variational principle

In this section we prove Theorem 2.2. The following upper bound

f(φ) ≤ min
T∈Cn

fT (φ), (4.1)

is immediate: since for any T ∈ Cn,⋂
J∈Pn

CJ ⊂
n⋂
k=1

CATk ,

the Boltzmann-Gibbs variational principle (2.6) is analogous to the ones in (2.18) with
the only difference that the supremum in the former is taken on a smaller set. This proves
that f(φ) ≤ fT (φ) for any T ∈ Cn, and thus settles (4.1).

On the other hand, the Parisi variational principle (2.20) established in [3], states that
for the Perceptron GREM

fT (φ) = min
m∈∆

P T (m). (4.2)

Combining (4.1) and (4.2) we thus have

f(φ) ≤ min
T∈Cn

{
min
m∈∆

P T (m)

}
, (4.3)

which is ”half of the theorem”.
In order to prove the ”second half”, namely the lower bound, some infrastructure is

needed. Following [3], for each T ∈ Cn we define a probability distribution GT = GT (m)
on S2n−1 which depends on the parameter m ∈ ∆. This generalized Gibbs measure is
associated to the Parisi functional P T , recall (2.17) above, and is described through

• a measure γT on S,

• and, for 2 ≤ j ≤ n, Markov kernels KT
j with source S|P

T
j−1| = S2j−1−1 and target

S|Tj | = S2j−1
.

Precisely, and recalling the functions
{
φTk
}n
k=1

from (2.16), the generalized Gibbs measure

GT is given by the semi-direct product

GT = γT ⊗KT
2 ⊗ · · · ⊗KT

n . (4.4)

γT (dx)
def
=

exp
[
m1φ

T
1 (x)

]
µAT1 (dx)

exp [m1φT0 (x)]
,

KT
j (x(1), · · · ,x(j−1), dx(j))

def
=

exp
[
mjφ

T
j (x(1), · · · ,x(j))

]
µ(Tj)(dx(j))

exp
[
mjφTj−1(x(1), · · · ,x(j−1))

]
where5 x(j) = (xJ)J∈Tj ∈ S

2j−1
We also write

GT
j−1

def
=
(
GT
)(PTj−1) ≡ γT ⊗KT

2 ⊗ · · · ⊗KT
j−1 (4.5)

for the marginal of GT on coordinates corresponding to elements of PTj−1.

5Notice that with this notation it holds in particular that (x(1), · · · ,x(j−1)) = (xJ)J∈PT
j−1
∈ S2j−1−1.
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In virtue of [3], the generalized Gibbs measureGT is the unique solution to the Boltzmann-
Gibbs variational principle to given chain: precisely, with

m
def
= arg min

n∈∆
P T (n) (4.6)

the optimal parameter in Parisi variational principle associated to a T -chain, and recalling
the Boltzmann-Gibbs variational principle (2.18), it follows from [3, Theorem 2.3-2.5] that

GT (m) = arg sup
ν∈M+

1 (S2n−1)

{
Φ(ν)− JT (ν)

}
. (4.7)

In particular, the measure GT (m) satisfies all constraints for the empirical measures in
the associated Boltzmann-Gibbs principle for the chain T , i.e.

GT (m) ∈
n⋂
k=1

CATk . (4.8)

Without loss of generality6, we shall assume here that the minimal chain

T def
= arg min

T∈Cn
fT (φ) , (4.9)

i.e. the one which minimizes all Parisi variational principles, is given by

T =
{
ATk
}n
k=0

with ATk
def
= {1, 2, · · · , k − 1, k}. (4.10)

We now claim that the generalized Gibbs measure GTm′ associated to the minimal chain
satisfies all constraints (2.5) or, which is the same, that

m′ def
= arg min

m∈∆
P T (m) =⇒ GTm′ ∈

⋂
J∈Pn

CJ . (4.11)

This amounts to saying that the measure GTm′ is a viable candidate for the Boltzmann-
Gibbs variational principle for the nonhierarchical Perceptron GREM: Theorem 2.1 would
then imply that

f(φ) ≥
∫
φdGT (m′)−H

(
GT (m′) | µ

)
= min

T∈Cn

{
min
m∈∆

PT (m)

}
,

(4.12)

with the second line by definition/construction of T ,m′, and Theorem 2.2 would follow.

It therefore remains to prove the key claim (4.11). This requires some preliminary obser-
vations. Recalling that φTl depends on mj only for l ∈ {1, · · · , j−1} a simple computation
yields

∂jP
T (m) =

1

m2
j

[∫
H
(
KT
j (x(1), · · · ,x(j−1), ·) |µ(Tj)

)
GT
j−1(dx(1), · · · , dx(j−1))− log 2

n

]
,

(4.13)

6Such form of the minimal chain can always be achieved by re-labelling.
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cfr. also [3, eq. 3.13]. Using that GT
j−1 ⊗ KT

j ≡ GT
j , the integral in the above can be

written as∫
H
(
KT
j (x(1), · · · ,x(j−1), ·) |µ(Tj)

)
GT
j−1(dx(1), · · · , dx(j−1))

=

∫
log
(
f(x(j)|x(1), · · · ,x(j−1))

)
GT
j (dx(1), · · · , dx(j))

(4.14)

where we shortened f(·|x(1), · · · ,x(j−1)) for the Radon-Nikodym derivative of the measure
KT
j (x(1), · · · ,x(j−1), ·) with respect to µ(Tj). Following the steps (3.4)-(3.5) with µ(Bc) :=

µ(Tj), ν(Bc|B) := KT
j (in which case ν(B) := GT

j−1, ν := GT
j ) we get∫

log
(
f(x(j)|x(1), · · · ,x(j−1))

)
GT
j (dx(1), · · · , dx(j)) = H

(
GT
j |GT

j−1 ⊗ µ(Tj)
)
,

which implies

∂jP
T (m) =

1

m2
j

[
H
(
GT
j |GT

j−1 ⊗ µ(Tj)
)
− log 2

n

]
. (4.15)

Coming back to our main task, a proof that the minimal chain satisfies all side constraints
in the Boltzmann-Gibbs principle, let

J = {j1 < j2 < · · · < jM−1 < jM} ∈ Pn (4.16)

be a generic non-empty subset of I. The goal is thus to show that

H
( (
GT
)(PJ ) |µ(PJ )

)
≤ M

n
log 2. (4.17)

Recall the definition (2.11) of the index kJ with the property that J ∈ TkJ : under (4.10)
it holds that Tk = PTk \ PTk−1 ≡ P(1,··· ,k) \ P(1,··· ,k−1), k ∈ I, hence

kJ = max{j : j ∈ J} = jM ≥ M.

In light of (4.15), which shows how the conditions on the relative entropies relate to the
partial derivatives of the Parisi functions, it is natural to distinguish two cases, depending
on the latter being negative or positive.

First case: ∂kJP
T (m′) ≤ 0. It then follows from (4.15)

H
(
GTkJ |G

T
kJ−1 ⊗ µ(TkJ )

)
≤ log 2

n
. (4.18)

We distinguish two sub-cases:

i) When M = 1, namely when J = {j1} and kJ = j1, we have PJ = {J} ⊆ TkJ . In
particular, the marginal of GTkJ−1 ⊗ µ(TkJ ) on PJ is µ(PJ ) = µJ hence

H
(
(GT )(PJ ) |µ(PJ )

)
= H

(
(GT )({J}) |µJ

)
(3.2)

≤ H
(
GTkJ |G

T
kJ−1 ⊗ µ(TkJ )

) (4.18)

≤ log 2

n
,

(4.19)

which establishes (4.17) for J-s of cardinality one.
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ii) For sets of cardinality M = 2, . . . , n we proceed inductively: with

O
def
= J \ {kJ} = {j1, j2, . . . , jM−1} ,

we assume that

H
(
(GT )(PO) |µ(PO)

)
≤ M − 1

n
log 2 . (4.20)

and claim that

H
(
(GT )(PJ ) |µ(PJ )

)
≤ M

n
log 2. (4.21)

To see this we first observe that, evidently, |O| = M − 1, and

PO ⊆ PTkJ−1, PJ ⊆ PO ∪ TkJ , PO ∩ TkJ = ∅,
hence by the monotonicity property (3.2) it holds

H
(
(GT )(PJ ) |µ(PJ )

)
≤ H

(
(GT )(PO ∪TkJ ) |µ(PO ∪TkJ )

)
(3.1)
= H

(
(GT )(PO) |µ(PO)

)
+H

(
(GT )(PO ∪TkJ ) | (GT )(PO) ⊗ µ(TkJ )

)
(4.20)

≤ M − 1

n
log 2 +H

(
(GT )(PO ∪TkJ ) | (GT )(PO) ⊗ µ(TkJ )

)
.

(4.22)

For the second summand above we write

H
(
(GT )(PO ∪TkJ ) | (GT )(PO) ⊗ µ(TkJ )

) (3.2)

≤ H
(
GTkJ |G

T
kJ−1 ⊗ µ(TkJ )

)
(4.18)

≤ log 2

n
,

(4.23)

Plugging (4.23) into (4.22) therefore yields

H
(
(GT )(PJ ) |µ(PJ )

)
≤ M − 1

n
log 2 +

log 2

n
=
M

n
log 2, (4.24)

settling the induction step (4.21).

Second case: ∂kJP
T (m′) > 0. It will become clear in the treatment that this is a

somewhat degenerate situation where the minimal chain is not unique. As a matter of
fact, we will use such lack of uniqueness to our advantage, in sofar we will deduce the
validity of the side constraints from the properties of the Parisi functional evaluated in
yet a second, well chosen (and also: minimal) chain. To see how this goes, we first claim
that for k ∈ {2, · · · , n} the following implication holds true:

∂kP
T (m′) > 0 =⇒ ∀ j = 1, · · · , k − 1 : m′j = m′j+1 . (4.25)

We will prove the following, fully equivalent implication: with

l = l(T , k)
def
= min

{
j : j ∈ {1, 2, · · · , k − 2, k − 1}; m′j = m′j+1

}
,

we claim that
∂kP

T (m′) > 0 =⇒ l = 1. (4.26)

Proceeding by contradiction, let us assume that l > 1, in which case l − 1 ≥ 1 and

m′l−1 < m′l = m′l+1 = · · · = m′k−1 = m′k ≤ m′k+1
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(with m′n+1 = 1). Since m′ = arg minm∈∆ P
T (m), the function

mk ∈ [m′l−1,m
′
k+1] → P T (m′1, · · · ,m′k−1,mk,m

′
k+1, · · · ,m′n)

assumes its minimum in mk = m′k ∈ (m′l−1,m
′
k+1] and this implies ∂kP

T (m′) ≤ 0, which
contradicts our working assumption unless l = 1, hence

m′1 = m′2 = · · · = m′k, (4.27)

and (4.26) is settled.
The next, and final, step is to show - as anticipated - that if l(T , kJ) = 1 we may

find yet another chain R with the same ”Parisi free energy” as the chain T , but from
which we may also deduce the validity of the side constraints (4.17), namely that for
J = {j1 < j2 < · · · < jM},

H
( (
GT
)(PJ ) |µ(PJ )

)
≤ M

n
log 2. (4.28)

Towards this goal, define

{b1 < · · · < bjM−M}
def
= ATjM \ J ≡ {1, 2, · · · , jM − 1, jM} \ {j1, · · · , jM},

denote by R =
{
ARk
}n
k=0
∈ Cn the chain with

ARk
def
=


(j1, j2, · · · , jk−1, jk) if k ∈ {1, · · · ,M}
J ∪ {b1, · · · , bk−M} if k ∈ {M + 1, · · · , jM − 1}
ATk if k ∈ {jM , · · · , n}

, (4.29)

and consider the corresponding extremal parameter

m′′ = argminm∈∆P
R(m).

In light of (4.27), with k = kJ and since kJ = jM we have for the coordinates of the
extremal parameter m′ associated to T that m′1 = m′2 = · · · = m′jM and therefore

m′l
m′l+1

= 1, l = 1, · · · , jM − 1.

Due to the recursive construction (2.16), and shortening x(j) = (xJ)J∈Tj , it follows that

φT0 (m′) =
1

m′1
log

∫
em
′
1φ
T
1 (x(1))µ(T1)(dx(1))

=
1

m′1
log

∫
exp

[
m′1
m′2

log

∫
em
′
2φ
T
2 (x(1),x(2))µ(T2)(dx(2))

]
µ(T1)(dx(1))

=
1

m′1
log

∫
exp

[
m′2φ

T
2 (x(1),x(2))

]
µ(T1) ⊗ µ(T2)(dx(1), dx(2)) .

(4.30)

Again since m′1 = m′2, the r.h.s. of (4.30) equals

1

m′1
log

∫
exp

[
m′1φ

T
2 (x(1),x(2))

]
µ(T1) ⊗ µ(T2)(dx(1), dx(2))

=
1

m′1
log

∫
exp

[
m′1φ

T
jM

(x(1),x(2), · · · ,x(jM ))
] jM⊗
l=1

µ(Tl)(dx(l)),

(4.31)
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the last equality by iteration. All in all,

φT0 (m′) =
1

m′1
log

∫
exp

[
m′1φ

T
jM

(x(1),x(2), · · · ,x(jM ))
] jM⊗
l=1

µ(Tl)(dx(l)), (4.32)

and in complete analogy for the R-chain but this time with x(j) def
= (xJ)J∈Rj

φR0 (m′) =
1

m′1
log

∫
exp

[
m′1φ

R
jM

(x(1),x(2), · · · ,x(jM ))
] jM⊗
l=1

µ(Rl)(dx(l)). (4.33)

Since
⋃jM
l=1 Tl = PTjM ≡ P

R
jM

=
⋃jM
l=1Rl, the product measures in (4.32) and (4.33) are the

same, to wit
jM⊗
l=1

µ(Rl) =

jM⊗
l=1

µ(Tl) = µ(PTjM ) =
⊗

J∈P{1,··· ,jM}

µJ(dxJ) . (4.34)

Furthermore, the form taken by the functions φRjM (m′), · · · , φRn (m′) and respectively

φTjM (m′), · · · , φTn (m′) depends on the sets {ATk }nk=JM+1 only, respectively {ARk }nk=JM+1:
as these sets coincide, it follows, in particular, that

φRjM (m′) ≡ φTjM (m′). (4.35)

Combining (4.32)-(4.35), we therefore see that

P T (m′) =
log 2

n

n∑
k=1

1

m′k
+ φT0 (m′) =

log 2

n

n∑
k=1

1

m′k
+ φR0 (m′) = PR(m′) , (4.36)

and by similar reasoning,

GT (m′) = GR(m′). (4.37)

From (4.36) and minimality of the chain T , i.e.

P T (m′) = min
m∈∆

P T (m) ≤ min
m∈∆

PR(m) = PR(m′′),

if follows in particular that

PR(m′) = PR(m′′). (4.38)

By uniqueness of the minimum of the Parisi principle, see [3, Prop. 3.6], it thus follows
that m′ = m′′, which together with (4.37) implies

GT (m′) = GR(m′) = GR(m′′) . (4.39)

Since ARM = J , we have

H
(

(GT )(PJ ) |µ(PJ )
)

= H
(

[GT (m′)](PJ ) |µ(PJ )
)

= H
(

[GR(m′′)](P
R
M ) |µ(PRM )

)
≤ M

n
log 2,

(4.40)

the last inequality since GR(m′′) ∈ CARM , i.e. the measure GR(m′′) satisfies the side
constraints on the empirical measures. This concludes the proof of Theorem 2.2.

�
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