Abstract. The Monte Carlo pathwise sensitivities approach is well established for smooth payoff functions. In this work, we present a new Monte Carlo algorithm that is able to calculate the pathwise sensitivities for discontinuous payoff functions. Our main tool is to combine the one-step survival idea of Glasserman and Staum [12] with the stable differentiation approach of Alm, Harrach, Harrach and Keller [1]. As an application we use the derived results for a five dimensional calibration of a CoCo-Bond, which we model with different types of discretely monitored barrier options, with time-dependent barrier levels.
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1. Introduction. Consider Monte Carlo algorithms (see, e.g., Glasserman [11]) for the pricing and the computation of sensitivities for different types of options with discontinuous payoff, specially discretely monitored barrier options. Depending on whether an underlying exceeds a predefined barrier, the payoff of a barrier option may be zero. For this kind of options, there are two substantial types: those which pay zero when there was no barrier crossing, so called 'knock-in' options, and those which pay zero when the barrier was crossed - the 'knock-out' options. It is obvious that barrier options are cheaper than the standard option without a barrier, since they are worthless in more circumstances. For an overview over other exotic options, particularly with discontinuous payoff, we refer to e.g. Zhang [21]. Many models and algorithms assume continuous monitoring for barrier options, mainly because this leads to analytical solutions. In practice however, many barrier options traded are discretely monitored, not only since practical implementation issues, but also there are some legal and financial reasons, see e.g. [2].

The price of an option is evaluated by the integral of its expected discounted payoff under a risk-neutral probability measure. For barrier options however, the payoff is discontinuous over the space of all paths. If we look at simple cases, there are analytical formulas for the option price. But if we want to use a more complex stochastic process or a high dimensional model, there won’t be useful formulas. As a result of this, it is often useful to use Monte Carlo simulations, which are easy adapted to these models. However, for Monte Carlo algorithms the discontinuous payoff leads to the problem, that the option’s sensitivities such as Delta and Vega can’t be stably determined from the numerically calculated prices of the standard Monte Carlo algorithm, since even the smallest numerical errors in the price may have arbitrarily large effects on the sensitivities, see e.g. [1, 15].

Within this work, we derive a Monte Carlo algorithm that allows to calculate the pathwise sensitivities of knock-out barrier options and additionally digital knock-in and knock-out barrier options. The main part of this paper is based on Glasserman and Staum’s [12] one-step survival strategy and the results of Alm et al. [1], of which we know that with the approach we can stably determine the option’s sensitivities such as Delta and Vega by simple finite differences. The basic idea of Glasserman and Staum [12] is to use a truncated normal distribution, which excludes the values
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above the barrier (e.g. for knock-up-out options), instead of sampling from the full normal distribution. This approach avoids the discontinuity generated by any Monte Carlo path crossing the barrier, which yields to a Lipschitz-continuous payoff function [1]. Furthermore, the output allows stable numerical differentiation and leads to a variance reduction.

The new part will be to develop an extended algorithm that estimates the sensitivities for the one-step survival technique directly, without the need of simulation at multiple parameter values as in finite difference. This is an advantage, since the choice for the step-width of the finite difference varies with the input parameters to balance stability and accuracy.

The sensitivity computation of the approach involves ideas of pathwise sensitivities, symbolic differentiation and automatic differentiation. We refer to [17, 13] for recent work on automatic differentiation (AD) and to [18, 9, 5] for its adjoint (AAD) mode in computational finance. For several financial applications it could be very helpful to add additional information or structures to AAD tools, e.g. [18] shows how an external function interface can reduce memory requirement for common numerical patterns appearing in financial codes. On the opposite, while hand coding can guarantee maximum performance (e.g. for lookback options one just needs to store the maximum or minimum, or one can store results of very expensive operations, e.g. typically \( \exp \)), it could be unfeasible across a large code base. The algorithm uses the one-step survival smoothing technique together with symbolic differentiation to apply an easy understandable and efficient AAD like method, which can be easily modified by hand.

As a final example, we want to calibrate contingent convertibles as an application of the developed theory and to illustrate another benefit of pathwise sensitivities. These are debt instruments, which convert debt into equity upon a trigger event. Contingent convertibles made their entry in the financial world in December 2009. Lloyds banking group offered them, by giving their holders the possibility to swap their bonds into this new one. In early February 2011, Credit Suisse managed to attract $2 bn in new capital by this new asset class. In [20] an in-depth analysis of pricing and structuring of these CoCos is given. Spiegeleer and Schoutens show, that a CoCo-Bond can be priced by a Corporate Bond, a knock-in forward and several binary down-in options. We will compare the usage of the standard Monte Carlo, the one-step survival with numerical differentiation and the one-step survival with pathwise sensitivities for calibrating model parameters of a CoCo-Bond.

For a general overview of Monte Carlo Greek computation for all types of options we refer to [9, 11, 19, 5, 3, 8]. There are several ways to overcome the challenges of different exotic options with non-Lipschitz payoff functions investigated in [3]. Especially for barrier options we have to handle discontinuous path-dependent payoff functions, which can be distinguished in the continuously and the discretely monitored case. For Greeks of continuously monitored barrier options we refer to [4], whereas these are handled for general stochastic differential equations with the Multilevel Monte Carlo approach first introduced by Giles [10, 6]. This approach uses pathwise sensitivities, but it is not applicable for discretely observed barrier options. By now, the challenges of discretely observed barrier options are handled in the following two ways: payoff-smoothing combined with finite differences or the Likelihood Ratio Method. However, Alm et al. [1] determined, that the first approach is computationally more efficient. In our new approach we will combine payoff smoothing with pathwise sensitivities to preserve efficiency and to eliminate the need for finite differences.

The structure of this work is as follows. In section 2 we derive our Monte Carlo
pricing algorithms for the above-mentioned barrier options and their pathwise sens-
itivities. Then, we study our algorithms properties and compare the results of the pathwise sensitivities with the finite difference approach in section 3. Furthermore, we will present the case study of a CoCo-Bond in this section. Section 4 contains some concluding marks.

2. Monte Carlo one-step survival pathwise sensitivities for discretely observed barrier options. In this section we will derive our Monte Carlo pathwise sensitivities algorithm for different types of discretely observed barrier options. For this, we will stick to Alm et al. [1] and use a slightly modified construction of their first algorithm.

We focus on the case, where the options depend on only one underlying asset. Furthermore, we focus on call options, but the conversion to put options is straightforward.

Let $S_t$ describe the evolution of the underlying spot price and let $(S_1,\ldots,S_T)$ be the vector containing the evaluations at fixed, chronologically sorted, observation dates $(t_1,\ldots,t_T)$. We will focus on the Black-Scholes model, where $S_t$ is assumed to follow a geometric Brownian motion

$$dS_t = \mu S_t dt + \sigma S_t dW_t,$$

with $\mu := r - b$, where $r$ is the risk-free interest rate and $b$ the dividend yield. $\sigma > 0$ is the volatility and $W_t$ the standard Brownian motion. This model yields to

$$S_{j+1} = S_j \exp \left( \left( \mu - \frac{\sigma^2}{2} \right) \Delta t + \sigma \sqrt{\Delta t} Z_j \right),$$

with $j = 0,\ldots,T$ and $Z_j$ independent standard normally distributed, with $t_0$ and $S_0 = s_0$ the current time and underlying price and step width $\Delta t$, see e.g. Hull [14].

2.1. One-step survival pathwise sensitivities for knock-up-out options. While in this subsection we study the knock-up-out case in depth, we will present other cases less extensive in the following sections.

The payoff of a discretely observed knock-up-out barrier call option is given by

$$V(S_1,\ldots,S_T) = \begin{cases} (S_T - K)^+ : q(S_T) & \text{if } \max_{1 \leq j \leq T} S_j \leq B \\ 0 & \text{otherwise,} \end{cases}$$

with barrier value $B$, strike price $K$ and observations $j = 1,\ldots,T$ at the observation dates $(t_1,\ldots,t_T)$.

**Definition 2.1.** The present value of an option with payoff (2.2) is given by the discounted expected payoff

$$PV_{t_0} = e^{-r(t_T-t_0)}\mathbb{E}(V(S_1,\ldots,S_T)),$$

at the current time $t_0$ and at the time of the final observation $t_T$.

Starting with the current underlying price $s_0 = S_0$ and using (2.1) we can generate a path from $s_1$ to $s_T$, by sampling with independent and identically standard normal distributed random variables $Z_j \sim \mathcal{N}(0,1)$. By sampling a sequence of possible realizations $(s_1,n,\ldots,s_{T,n})$, $n = 1,\ldots,N$, of the random variables $(S_1,\ldots,S_T)$, we obtain an unbiased standard Monte Carlo estimator for $PV_{t_0}$, see e.g. [11].
Now we will derive an alternative unbiased Monte Carlo estimator, based on the idea of one-step survival, which allows for pathwise sensitivities. The idea of Alm et al. [1] using the one-step survival technique of Glasserman and Staum [12] to obtain stable differentiability can be interpreted in different ways: forcing the path to stay below the barrier or considering an integral splitting, see e.g. [1], whilst the latter will be the foundation of our further studies.

For the expectation of a payoff function $P V_{t_0}$, we have

$$PV_{t_0}(S_0) = e^{-r\Delta t} \int_{\mathbb{R}} \phi(z) PV_{t_1}(S_1(z)) \, dz,$$

with the standard normal distribution $\phi$, the time increment between the first observation and the current time $\Delta t := (t_1 - t_0)$ and $S_1(z)$ the value of $S$ at the first observation with (2.1). In the following work we will assume an equidistant time increment $\Delta t = (t_1 - t_0) = \cdots = (t_T - t_{T-1})$ between the monitoring dates, leading to $(t_T - t_0) = T\Delta t$, whereas a generalization would be straightforward. By splitting the integral at the first observation, see e.g. [1], we obtain

$$PV_{t_0}(S_0) = e^{-r\Delta t} \left( 0 + \int_{S_1(z) < B} \phi(z) PV_{t_1}(S_1(z)) \, dz \right),$$

(2.3)

since the payoff will be zero for $S_1(z) \geq B$. One obtains similar formulas for latter steps and as explained in [1] the integral has to be normalized in every step to ensure a probability density. In this case this leads to:

$$PV_{t_0}(S_0) = e^{-r\Delta t} p_0 \int_{S_1(z) < B} \frac{\phi(z)}{p_0} PV_{t_1}(S_1(z)) \, dz.$$

(2.4)

Reaching the time of maturity the present value $P V_{t_T}$ simplifies itself to $q(S_T)$. Note that in practice no $p_t$ will become zero. This method can be interpreted as a special case of importance sampling, see e.g. [11]. Now, different to [1] or [12], we will do an integral substitution to get an easier access to the pathwise sensitivities. Rewriting the domain of integration, see e.g. [1] for a solution of $S_1(z) < B$, and using the substitution

$$z = \Phi^{-1}(u \cdot p_0)$$

(2.5)

we obtain an independent and constant domain of integration for the present value resulting in:

$$PV_{t_0}(S_0) = e^{-r\Delta t} p_0 \int_0^1 PV_{t_1}(S_1(u)) \, du,$$

(2.6)

with a slight abuse of notation, namely with

$$S_1(u) = S_0 \exp \left( \left( \mu - \frac{\sigma^2}{2} \right) \Delta t + \sigma \sqrt{\Delta t} z(u) \right),$$

(2.7)

$$z(u) = \Phi^{-1}(p_0 u).$$

(2.8)

By iteratively splitting and substituting till the time of maturity, we obtain the following result.
Theorem 2.2. The present value of a knock-up-out barrier option with payoff (2.2) is given by

\[ PV_{t_0}(S_0) = e^{-r(t-T_0)} \int_0^1 \cdots \int_0^1 p_0 \cdots p_T \cdot q(S_T(u^{(T)}, \ldots, u^{(1)})) du^{(T)} \cdots du^{(1)} \]

with

\[ p_t = \Phi \left( \frac{\log(B/S_t(u^{(t)})) - (\mu - \frac{\sigma^2}{2}) \Delta t}{\sigma \sqrt{\Delta t}} \right), \]

\[ S_{t+1}(u^{(t+1)}) = S_t(u^{(t)}) \exp \left( \left( \mu - \frac{\sigma^2}{2} \right) \Delta t + \sigma \sqrt{\Delta t} \Phi^{-1}(p_t u^{(t+1)}) \right), \]

and the recursion base function \( S_0(u^{(0)}) = S_0 \).

Proof. Iteratively splitting and substituting following the above considerations leads to:

\[ PV_{t_0}(S_0) = e^{-r\Delta t} p_0 \int_{S_1(z^{(1)}) < B} \frac{\phi(z^{(1)})}{p_0} \cdots \]

\[ \cdots e^{-r\Delta t} p_{T-1} \int_{S_T(z^{(T)}) < B} \frac{\phi(z^{(T)})}{p_{T-1}} q(S_T(z^{(T)}, \ldots, z^{(1)}) dz^{(T)} \cdots dz^{(1)} \]

\[ = e^{-r\Delta t} p_0 \int_0^1 \cdots e^{-r\Delta t} p_{T-1} \int_0^1 q(S_T(u^{(T)}, \ldots, u^{(1)})) du^{(T)} \cdots du^{(1)} \]

Using (2.10) and (2.11) a Monte Carlo estimator can create the path from \( s_1 \) to \( s_T \), by sampling with independent and identically distributed random variables \( u^{(t+1)} \sim U(0, 1) \).

Corollary 2.3. The one-step survival Monte Carlo estimator for the present value of a knock-up-out barrier option given by the average discounted one-step survival payoff

\[ \overline{PV}_N = e^{-r(t-T_0)} \frac{1}{N} \sum_{n=1}^N p_{0,n} \cdots p_{T-1,n} q(s_{T,n}) \]

is unbiased.

We derived a recursion formula, illustrated in Figure 2.1, for the modified asset price process and their barrier hitting probabilities.

We see that the integral domains now, as stated above, are compact and the integrand is a composition of Lipschitz-continuous functions. Therefore, the differentiation could be drawn into the integral. In exchange for this, the new asset price \( S_t \) has an extra term depending on \( p_t \) and its dependencies.

At this point we now want to study the new pathwise sensitivities, for which we will use the derived formulas of Theorem 2.2. In the following we will use \( \Theta \) as the variable of differentiation. Furthermore, we will rewrite the recursion and base functions in a more general notation for an easier study of how the derivatives of the
paths can be calculated recursively. Let $\Theta := (\Theta_1, \ldots, \Theta_5) = (S_0, B, \mu, \sigma, \Delta t)$, thus (2.10) and (2.11) can be written as

\begin{align}
 p_t(\Theta, u) &= f(s, \vartheta) \big| s = S_t(\Theta, u), \vartheta = \Theta \\
 S_{t+1}(\Theta, u) &= g(\pi, s, \vartheta, \omega) \big| \pi = p_t(\Theta, u), s = S_t(\Theta, u), \omega = u^{(t)}, \vartheta = \Theta,
\end{align}

with $u = (u^{(1)}, \ldots, u^{(T)})$ and the recursion base function $S_0(\Theta, u) = \Theta_1$.

For (2.10) and (2.11) this leads to

\begin{align}
 f(s, \vartheta) &= \Phi \left( \log(\vartheta_2/s) - (\vartheta_3 - \frac{\vartheta_2^2}{2} \vartheta_5) \vartheta_4 \sqrt{\vartheta_5} \right), \\
 g(\pi, s, \vartheta, \omega) &= s \cdot \exp \left( \left( \vartheta_3 - \frac{\vartheta_2^2}{2} \right) \vartheta_5 + \vartheta_4 \sqrt{\vartheta_5} \Phi^{-1}(\pi \omega) \right).
\end{align}

Using this notation the present value of the option (2.9) can be written as

\begin{equation}
 PV_{t_0}(\Theta) = \int_0^1 \cdots \int_0^1 e^{-rT\Delta t} q^*(\Theta, u) \, du^{(T)} \cdots du^{(1)},
\end{equation}

whereas $q^*(\Theta, u)$ is the one-step survival payoff defined by

\begin{equation}
 q^*(\Theta, u) := p_0(\Theta, u) \cdot \cdots \cdot p_{T-1}(\Theta, u) \cdot q(S_T(\Theta, u)).
\end{equation}

Using this notation we can formulate the following result.

**Theorem 2.4.** The partial derivatives of the present value of a knock-up-out barrier option with payoff (2.2) with respect to $\Theta_1, \ldots, \Theta_4$ are given by

\begin{equation}
 \frac{\partial PV_{t_0}}{\partial \Theta_i}(\Theta) = e^{-rT\Delta t} \int_0^1 \cdots \int_0^1 \frac{\partial q^*(\Theta, u)}{\partial \Theta_i} \, du^{(T)} \cdots du^{(1)}
\end{equation}

whereas $\frac{\partial q^*}{\partial \Theta_i}(\Theta, u)$ are the derivatives of the one-step survival payoff (2.17) given by

\begin{equation}
 \frac{\partial q^*}{\partial \Theta_i}(\Theta, u) = \mathbb{I}_{S_T(\Theta, u) > K} \frac{\partial S_T}{\partial \Theta_i}(\Theta, u) \cdot \prod_{j=0}^{T-1} p_j(\Theta, u) \\
 + q(S_T(\Theta, u)) \cdot \sum_{j=0}^{T-1} \frac{\partial p_j}{\partial \Theta_i}(\Theta, u) \cdot \prod_{k \neq j} p_k(\Theta, u)
\end{equation}
The derivatives of $p_t(\Theta, u)$ and $S_T(\Theta, u)$ are recursively given by

$\frac{\partial p_t}{\partial \Theta_i}(\Theta, u) = \frac{\partial f}{\partial s}(s, \vartheta)_{\vartheta = \Theta} \frac{\partial S_t}{\partial \Theta_i}(\Theta, u) + \frac{\partial f}{\partial \vartheta}(s, \vartheta)_{\vartheta = \Theta} \frac{\partial p_t}{\partial \Theta_i}(\Theta, u) \tag{2.20}$

$\frac{\partial S_{T+1}}{\partial \Theta_i}(\Theta, u) = \frac{\partial g}{\partial \pi}(\pi, s, \vartheta, \omega)_{\pi = p_t(\Theta, u), s = S_t(\Theta, u), \omega = u(t)} \frac{\partial S_t}{\partial \Theta_i}(\Theta, u) + \frac{\partial g}{\partial \vartheta}(\pi, s, \vartheta, \omega)_{\pi = p_t(\Theta, u), s = S_t(\Theta, u), \omega = u(t)} \frac{\partial p_t}{\partial \Theta_i}(\Theta, u) + \frac{\partial g}{\partial s}(\pi, s, \vartheta, \omega)_{\pi = p_t(\Theta, u), s = S_t(\Theta, u), \omega = u(t)} \frac{\partial p_t}{\partial \Theta_i}(\Theta, u) \tag{2.21}$

whereas $\frac{\partial S_T}{\partial \Theta_i}(\Theta, u)$ is the derivative of the previous recursion step, with (2.12), (2.13) and the initial-derivatives:

$\frac{\partial S_0}{\partial \Theta_i}(\Theta, u) = 1, \quad \frac{\partial S_0}{\partial \Theta_i}(\Theta, u) = 0 \quad \forall i > 1. \tag{2.22}$

Proof. (2.18) follows through

$$
\frac{\partial PV_0}{\partial \Theta_i}(\Theta) = \frac{\partial}{\partial \Theta_i} \left( \int_0^1 \int_0^1 e^{-rT\Delta t} q^*(\Theta, u) du(T) \ldots du(1) \right)
= \int_0^1 \ldots \int_0^1 \frac{\partial}{\partial \Theta_i} \left( e^{-rT\Delta t} q^*(\Theta, u) \right) du(T) \ldots du(1),
$$

since having compact domains and a Lipschitz-continuous integrand and since the derivatives are not with respect to $r, T$ or $\Delta t$. (2.19) to (2.21) are calculated through product rule of (2.17), (2.12) and (2.13).

We obtain the expressions (A.1) and (A.2) for $D^{(\vartheta_1, \ldots, \vartheta_4, s)}(f(s, \vartheta))$ and $D^{(\vartheta_1, \ldots, \vartheta_4, s, \vartheta)}(g(\pi, u, s, \vartheta))$ for our previously introduced model, which can be viewed in the appendix.

Theorem 2.4 leads to the following unbiased one-step survival pathwise sensitivities Monte Carlo estimator:

Corollary 2.5. The one-step survival pathwise sensitivities Monte Carlo estimator with respect to $(\Theta_1, \ldots, \Theta_4)$ of the present value of a knock-up-out barrier option
given by the average

\[
D_{\Theta_i} PV_N = e^{-r(t-T-t_0)} \frac{1}{N} \sum_{n=1}^{N} \left( \frac{\partial s_{T,n}(\Theta, u)}{\partial q} \cdot \prod_{j=0}^{T-1} p_{j,n}(\Theta, u) + q(\Theta, u) \cdot \prod_{j=0}^{T-1} \prod_{k=0, k \neq j}^{T-1} p_{k,n}(\Theta, u) \right)
\]

is unbiased.

We want to remark, that if one is interested in second order Greeks the indicator function at the final step can be smoothed out by using a combination of the methods of this and the next section, forcing the path to stay between \(B\) and \(K\).

**Corollary 2.6.** The second order one-step survival pathwise sensitivities Monte Carlo estimator with respect to \((\Theta_1, \ldots, \Theta_4)\) of the present value of a knock-up-out barrier option is given by:

\[
D_{\Theta_i} PV_N = e^{-r(t-T-t_0)} \frac{1}{N} \sum_{n=1}^{N} \left( \frac{\partial^2 s_{T,n}(\Theta, u)}{\partial \Theta_i^2} \cdot \prod_{j=0}^{T-1} p_{j,n}(\Theta, u) + 2 \frac{\partial s_{T,n}(\Theta, u)}{\partial \Theta_i} \cdot \sum_{j=0}^{T-1} \prod_{k=0, k \neq j}^{T-1} p_{k,n}(\Theta, u) \right)
\]

\[
+ s_{T,n}(\Theta, u) \cdot \sum_{j=0}^{T-1} \left( \frac{\partial p_{j,n}}{\partial \Theta_i} \prod_{k=0}^{j-1} p_{k,n} \sum_{k=j+1}^{T-1} \left( \frac{\partial p_{k,n}}{\partial \Theta_i} \prod_{m=j+1, m \neq k}^{T-1} p_{m,n} \right) \right)
\]

\[
+ \frac{\partial p_{j,n}}{\partial \Theta_i} \prod_{k=j+1}^{T-1} p_{k,n} \sum_{k=0}^{j-1} \left( \frac{\partial p_{k,n}}{\partial \Theta_i} \prod_{m=0, m \neq k}^{j-1} p_{m,n} \right) + \frac{\partial^2 p_{j,n}}{\partial \Theta_i^2} (\Theta, u) \prod_{k=0, k \neq j}^{T-1} p_{k,n}(\Theta, u) \right)
\]

While in (A.1) and (A.2) we gave the results of the needed derivatives for the pathwise sensitivities estimator of Corollary 2.5, these can be calculated with an AD like method by e.g. an easy MATLAB [16] script. To explain this idea in more detail, we present Algorithm 1, which uses the Symbolic Math Toolbox™ of MATLAB for the differentiation. The algorithm calculates the needed derivatives for (2.20) and (2.21) and inserts these into the Monte Carlo simulation, while the derivatives of the payoff are taken out of Corollary 2.5, respectively by hand.

A straightforward procedure holds for second order Greeks while using similar MATLAB commands for second order differentiation and taking the derivatives of the payoff out of Corollary 2.6.

For a better understanding, since Algorithm 1 uses the syntax and some functions of MATLAB, we will explain the code line by line in the following paragraph.

In the rows 3 and 4 we define the functions (2.14) and (2.15), whereas all variables are handled in the symbolic way. To generate the symbolic expressions, we use the MATLAB function `syms`. From row 7 to 13 the algorithm calculates the symbolic derivatives of \(f\) with respect to \(\vartheta_1, \ldots, \vartheta_4\) and \(s\) and of \(g\) with respect to \(\vartheta_1, \ldots, \vartheta_4, s\) and \(\pi\), with the symbolic MATLAB function `jacobian`. Remember that in this script these are equal to the matrices (A.1) and (A.2) of the appendix. After calculating
Algorithm 1 One-step survival pathwise sensitivities estimator with respect to $S_0, B, \mu, \sigma$ (Delta, Beta, Rho, Vega) of a knock-up-out barrier option.

1: % symbolic definition of (2.14) and (2.15)
2: syms $\vartheta_1, \ldots, \vartheta_5$, $u$, $\pi$, $s$
3: $f = \Phi \left( \frac{\ln(s) - (\vartheta_3 - \vartheta_4^2/2)\vartheta_5}{\vartheta_4 \sqrt{\vartheta_5}} \right)$ \% $f(s, \vartheta)$
4: $g = s \cdot \exp \left( \left( \vartheta_3 - \vartheta_4^2/2 \right)\vartheta_5 + \vartheta_4 \sqrt{\vartheta_5} \cdot \Phi^{-1}(u \cdot \pi) \right)$ \% $g(\pi, s, \vartheta, \omega)$
5: 
6: % symbolic partial derivatives of $f$ and $g$, resulting in (A.1) to (A.2) and the conversion of the symbolic expressions to function handles
7: $f = \text{matlabFunction}(f)$
8: $g = \text{matlabFunction}(g)$
9: $D_0 f = \text{matlabFunction}(\text{jacobian}(f, [\vartheta_1, \ldots, \vartheta_4]))$
10: $D_s f = \text{matlabFunction}(\text{jacobian}(f, s))$
11: $D_0 g = \text{matlabFunction}(\text{jacobian}(g, [\vartheta_1, \ldots, \vartheta_4]))$
12: $D_s g = \text{matlabFunction}(\text{jacobian}(g, s))$
13: $D_\pi g = \text{matlabFunction}(\text{jacobian}(g, \pi))$
14: 
15: % Monte Carlo simulation
16: Initialize random seed
17: Initialize model parameters $\Theta = (\Theta_1, \ldots, \Theta_8) = (S_0, B, \mu, \sigma, \Delta t, r, K, T)$
18: \textbf{for} $n = 1, \ldots, N$ \textbf{do}
19: % base derivative recursion vector as in (2.22)
20: $D_\Theta S_0 = [1, 0, 0, 0]$
21: \textbf{for} $j = 0 : T - 1$ \textbf{do}
22: % simulate paths as in (2.12) and (2.13)
23: $p_j := f(S_j, \Theta)$
24: Sample $u \sim U(0, 1)$
25: $S_{j+1} := g(p_j, S_j, \Theta, u)$
26: % simulate derivatives of paths as in (2.20) and (2.21)
27: $D_\Theta p_j := D_s f(S_j, \Theta) \cdot D_\Theta S_j + D_0 f(S_j, \Theta)$
28: $D_\Theta S_{j+1} := D_\Theta g(p_j, S_j, \Theta, u) \cdot D_\Theta S_j$
29: $+ D_\pi g(p_j, S_j, \Theta, u) \cdot D_\Theta p_j + D_\Theta g(p_j, S_j, \Theta, u)$
30: \textbf{end for}
31: % calculate price as in Corollary 2.3
32: $P_n := \text{prod}(p) \cdot \max(S_T - K, 0)$
33: % calculate the pathwise sensitivities as in Corollary 2.5
34: $D_\Theta P_n := 1_{S_T > K} \cdot D_\Theta S_T \cdot \text{prod}(p)$
35: \textbf{for} $i = 1, \ldots, T$ \textbf{do}
36: $D_\Theta P_n := D_\Theta P_n + \max(S_T - K, 0) \cdot D_\Theta p_i \cdot \text{prod}(p)/p_i$
37: \textbf{end for}
38: \textbf{end for}
39: \textbf{return} $PV_{t_0} := e^{-r \cdot T \Delta t} \frac{1}{N} \sum_{n=1}^{N} P_n$, $D_\Theta PV_{t_0} = e^{-r \cdot T \Delta t} \frac{1}{N} \sum_{n=1}^{N} D_\Theta P_n$

The symbolic derivatives, the algorithm converts the symbolic expressions to function handles with \text{matlabFunction}().

After this predefining of the functions, the algorithm starts with the Monte Carlo simulation at row 17. In addition to the asset price and survival value simulation in lines 23 to 25, the algorithm calculates the derivatives of these in the lines 27 and 38.
as in the formulas derived in (2.20) and (2.21).

After the simulation of the paths the algorithm first calculates the one-step survival payoff as in Corollary 2.3 in line 35 and the pathwise sensitivities of the option (Delta, Beta, Rho, Vega) from line 37 to 48 as in Corollary 2.5, with a slight modification emphasizing the relevance of hand coding which we want to explain in more detail: In terms of complexity Corollary 2.5 tends to be $O(NT^2)$, with $N$ Monte Carlo simulations and $T$ observations. As seen in line 36 we can reduce the complexity to $O(NT)$ by replacing $\prod_{k=0, k\neq j}^{T-1} p_k$ with $(\prod_{k=j}^{T-1} p_k)/p_j$, since the product can be precalculated.

We want to remark that we didn’t have any problems with $p_j$ close to zero. On the one hand there are no cancellation or absorption problems with division, on the other hand if $p_j$ equals zero (very unlikely for Black-Scholes, but we could imagine it on the last step if using a numerical approximation, e.g. Euler-Maryuama, for more general models) the division wouldn’t be necessary, since the path would not ‘survive’. Nonetheless, alternatively $\prod_{k=0, k\neq j}^{T-1} p_k$ could be computed through multiplication of two pre-calculated cumulative products (increasing respectively decreasing) without increasing the order, nevertheless the pre-allocation increases the memory usage. Furthermore, one could use similar ideas to reduce the complexity of second order Greeks of Corollary 2.6, i.e. almost $O(NT^3)$, to an optimal complexity of $O(NT)$. We will shortly explain some needed modifications: $\prod_{k=0}^{T-1} p_k$ and $\prod_{k=j+1}^{T-1} p_k$ are exactly the cumulative products described for Delta. The remaining expressions can be modified through recursion formulas of the form:

$$
\sum_{k=0}^{j} \frac{\partial p_k}{\partial \Theta_i} \prod_{m=0, m\neq k}^{j} p_m = p_j \sum_{k=0}^{j-1} \frac{\partial p_k}{\partial \Theta_i} \prod_{m=0, m\neq k}^{j-1} p_m + \frac{\partial p_j}{\partial \Theta_i} \prod_{i=0}^{j-1} p_i,
$$

i.e. starting with $j = 1$, we can recursively calculate the expressions, while saving them in a vector. Finally, the vector can be summed up in order of $T$.

Finally, for this section we will give some remarks for the particular implementation in MATLAB. In the used MATLAB version the function matlabFunction() sets the input parameters in alphabetic order, which we therefore considered in the algorithm.

To implement the algorithm, the normal distribution and the inverse normal distribution should be replaced by the formulas

$$
\Phi(x) = 0.5 \left( \text{erf} \left( \frac{x}{\sqrt{2}} \right) + 1 \right)
$$

$$
\Phi^{-1}(x) = \text{inverf}(2x - 1) \sqrt{2},
$$

since MATLAB is not able to differentiate symbolically the norminv function at this time.

### 2.2. One-step survival for other type of barrier options.

In this section we will shortly explain the changes that need to be made for other type of barrier options. For knock-up-out barrier options we used (2.5) for the substitution. However, for knock-down-out options defined by

$$
V(S_1, \ldots, S_T) = \begin{cases} (S_T - K)^+ =: q(S_T) & \text{if } \min_{j=1, \ldots, T} S_j \geq B \\
0 & \text{otherwise.}
\end{cases}
$$

(2.23)
the path survives while staying above the barrier. Thus, after splitting the integral and with a modified normalization, we obtain

\[ PV_t(S_0) = e^{-r\Delta t} (1 - p_0) \int_{S_1(z) \geq B} \phi(z) \left( 1 - p_0 \right) PV_t(S_1(z)) \, dz, \]

at the first observation date. Now, demanding an independent and compact domain of integration, we use

\[ z = \Phi^{-1}((1 - p_0)u + p_0) \]

for the substitution. Now, similar to Corollary 2.3 and Theorem 2.2, one could formulate similar results for knock-down-out options. At this point we just present the essential consequences for Theorem 2.4.

First we determine that instead of (2.17) we obtain the modified one-step survival payoff

\[ q^*(\Theta, u) := (1 - p_0(\Theta, u)) \cdot \ldots \cdot (1 - p_{T-1}(\Theta, u)) \cdot q(S_T(\Theta, u)), \]

and instead of (2.15) we have to use

\[ g(\pi, u, s, \vartheta) = s \cdot \exp \left( \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right) \vartheta_5 + \vartheta_4 \sqrt{\vartheta_5} \Phi^{-1}((1 - \pi)u + \pi) \right) \]

All in all, to obtain the one-step survival Monte Carlo estimator for the pathwise sensitivities and the payoff of a knock-down-out barrier option Algorithm 1 only has to be modified at line 4 with the new \( g(\pi, s, \vartheta, \omega) \) of (2.27) and at the lines 31 to 37 with the new payoff (2.26) and its derivatives, calculated straightforward by hand, as seen in (2.19).

The introduced techniques can’t be easily applied to knock-in options, since none of the split integrals become zero.

For digital knock-in barrier options defined by:

\[ V(S_1, \ldots, S_T) = \begin{cases} c = q(S_T) & \text{if } \max_{j=1, \ldots, T} S_j \geq B \\ 0 & \text{otherwise}, \end{cases} \]

we can apply one-step survival similarly, since one part of the split integrals will be constant and doesn’t need to be simulated any further. By splitting, normalizing and substituting the integral at the first observation date, with (2.5) for the first summand and (2.25) for the second, we obtain

\[ PV_{t_0}(S_0) = e^{-r\Delta t} \left( (1 - p_0) \cdot c + p_0 \int_0^1 PV_{t_1}(S_1^{(1)}(u)) \, du \right), \]

with (2.10) for \( p_0 \) and (2.11) for \( S_1^{(1)}(u) \) and since the payoff will be \( c \in \mathbb{R} \) if the underlying hits the barrier.

All in all we see that the recursion formulas from section 2.1 hold here and a theorem for the present value and the sensitivities can be formulated analogue to Theorem 2.2 and Theorem 2.4 while using the modified one-step survival payoff

\[ q^*(\Theta, u) = c((1 - p_0) + p_0(1 - p_1) + \ldots + p_0 \cdot \ldots \cdot p_{T-2}(1 - p_{T-1})) \]
Parameter | Value
---|---
$t_0$ | 0
$t_T$ | 1
$S_0$ | 50
$B$ | 60
$T$ (# observation dates) | (50, 360)
$r$ | 10 %
$b$ | 0 %
$\sigma$ | 20 %
$K$ | 50

Table 3.1

Parameters for both up-and-out barrier option, only differing in the amount of observation dates. The observations are distributed equidistantly till maturity. For that reason the first observation will be at $(t_0 - t_T)/T = 1/50$ for the first example and respectively at $1/360$ for the second.

and its straightforward calculated derivatives.

Finally, we remark that the theory and Algorithm 1 can be adjusted straightforward for knock-down-in digital options with these results. As mentioned before, it is not straightforward to use the presented techniques for general (non-digital) knock-in barrier options. However, in practice one can use the in-out-parity

$$
\frac{\partial (V^{\text{knock-in}}(S,T))}{\partial \Theta_i} = \frac{\partial (V^{\text{opt.}}(S,T))}{\partial \Theta_i} - \frac{\partial (V^{\text{knock-out}}(S,T))}{\partial \Theta_i},
$$

whereas for the differentiation of the non-barrier option we can use e.g. the standard pathwise sensitivities approach from [11]. As a little remark, we want to mention that if the variable $\Theta_i$ is the barrier $B$ the differentiation of the plain option $\frac{\partial (V^{\text{opt.}}(S,T))}{\partial \Theta_i}$ will become zero.

3. Numerical results. In this section, we will provide some numerical results for the new introduced algorithm. Therefore, we consider a simple discretely observed up-and-out barrier option in two different settings, once with 50 and once with 360 observations before maturity. We will use the parameter values of Table 3.1, whereas the example is fictitious.

In the first column of Figure 3.1 we see the estimated value of the option as a function of the initial asset price at $t_0$. The results of the standard Monte Carlo estimator and the one-step survival Monte Carlo estimator are plotted in a black dashed line, and in a gray solid line, respectively. The rows use $N = 10^2, \bar{N} = 10^4, N = 10^4,$ and $N = 10^5$ Monte Carlo samples from top to bottom. For each of these and the following calculations, the same random seed was used. The second column shows the first derivative of the option value with respect to the underlying price $S_0$ (the Delta) calculated by applying central finite differences

$$
\frac{\hat{P}V(S_0 + \delta_s) - \hat{P}V(S_0 - \delta_s)}{\delta_s},
$$

with $\delta_s$ chosen as 0.5% of $S_0$. The third column shows the comparison of the one-step survival finite difference derivatives and the new one-step survival pathwise derivatives. The plots clearly demonstrate the instability of the standard Monte Carlo estimator with respect to numerical differentiation and the stability of the one-step survival MC estimator, as already mentioned in [1]. Furthermore, we see that the
Fig. 3.1. First column shows the value of the option, the case with 50 observation dates, calculated with standard Monte Carlo (dashed line) and with the one-step survival estimator (solid line) as a function of the asset price $S_0$ at $t_0$. Second column shows the respective first derivatives by finite difference with standard Monte Carlo (dashed line) and pathwise sensitivities (solid line). The third column shows the new pathwise sensitivity approach (solid line) and again with finite differences (dotted line). In the lines the Monte Carlo samples are increased from $10^2$ to $10^5$.

<table>
<thead>
<tr>
<th>T (#observations)</th>
<th>present value</th>
<th>Delta: PW (FD)</th>
<th>Delta+Gamma: PW (FD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2285</td>
<td>0.3289 (0.4571)</td>
<td>0.5565 (0.6857)</td>
</tr>
<tr>
<td>360</td>
<td>1.56283</td>
<td>2.2407 (3.1256)</td>
<td>3.7560 (4.6885)</td>
</tr>
</tbody>
</table>

Table 3.2. Computation time of the one-step survival algorithm for the present value and for Delta and Gamma (including Delta) with pathwise sensitivities (PW) and central finite differences (FD) for both options computed with fixed Monte Carlo sample size ($10^5$).

pathwise sensitivities are quite close to the finite differences. Hence, we want to take a deeper look at the comparison of these two methods for sensitivity computation, due to being more complex, as developed in (2.20) and (2.21), the pathwise sensitivity approach doesn’t need any additional path for the sensitivity computation. We present the CPU times (computed on a single core of an Intel i7-4790 CPU) of first and second order pathwise sensitivities respectively finite differences (calculated through first and second order difference quotients) for both parameter settings in Table 3.2. Furthermore, we compare the absolute errors for Delta and Gamma in Figure 3.2.

First, we determine that the made considerations and modifications regarding the complexity with respect to the observations hold.

Next, we see, with regard to the absolute error, that the new pathwise estimator doesn’t perform much better (but without discretization error), but, as can be viewed in Table 3.2, it needs substantially less time related to finite differences: $\approx 0.71$ ratio for Delta respectively $\approx 0.8$ ratio for Gamma.

3.1. Calibration of a CoCo-Bond. In this section, on the one hand, we will take a closer look at the time-saving factor for multiple Greeks and on the other hand, we will determine another benefit of pathwise sensitivities. Since being independent of discretization errors, the new approach provides a larger radius of convergence for
CoCo-Bonds are debt instruments converting upon a certain trigger event. There are several common used options for defining this trigger-event: an accounting trigger, a multi-variate trigger or a regulatory trigger, see e.g. [20] for explanations.

Here, for modelling CoCo-Bonds, we will use the equity derivative approach of Spiegeleer and Schoutens [20]. As the authors explain this approach does not model the true trigger-event but rather uses the approximate model that the bond is triggered whenever the underlying falls below a certain level \( B \), where \( B \) is to be calibrated from market data.

Let us stress that this makes calibration problems for CoCo-Bonds fundamentally different to the case of standard barrier options. For the pricing of standard barrier options, one can completely avoid calibration problems with discontinuous payoffs, since the barrier is a known pay-off feature, and other model parameters such a \( \mu \) and \( \sigma \) are model parameters of the underlying and can thus be calibrated through e.g. European options. However, for Coco-Bonds, using the Spiegeleer-Schoutens-model [20], the barrier \( B \) is a model parameter that can only be determined by calibrating the Coco-Bond itself. Thus, Coco-Bonds require stable calibration methods for discontinuous payoffs.

Note also that, while a one dimensional calibration of \( B \) is unavoidable, the calibration of \( \mu \) and \( \sigma \) can be done either from standard European option market prices (for simpler calibration), or also from CoCo-Bond market prices (for higher consistency). The latter leads to multi-dimensional calibration problems for discontinuous barrier options. Also, multi-dimensional calibration seems unavoidable for multivariate underlyings or when the barrier \( B \) is modelled to be time-dependent. To demonstrate the feasibility of our approach for multi-dimensional calibration problems while staying comparable with the example in [20], we will treat the example of a univariate CoCo-Bond, while modelling five variable time-depending barrier levels.

Since we use the equity derivative approach of [20] the holder obtains coupons as long as the trigger event has not occurred. The trigger event is observed discretely at the dates of coupon payments. While the coupons will end when the trigger event is fact, the value of the CoCo-Bond is reduced compared to a plain corporate bond of the same issuer. This is valued as a short position in a binary down-and-in barrier option.
MONTE CARLO PATHWISE SENSITIVITIES FOR BARRIER OPTIONS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>4.5</td>
</tr>
<tr>
<td>$r$</td>
<td>$3.42%$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$10%$</td>
</tr>
<tr>
<td>$(S_0, S_{0.5}, S_1, S_{1.5}, S_2)$</td>
<td>(0.6075, 0.61, 0.6025, 0.6125, 0.605)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>0.5900</td>
</tr>
<tr>
<td>$(B_{0.5}, \ldots, B_2)$</td>
<td>0.5</td>
</tr>
<tr>
<td>$(B_{2.5}, B_3, B_{3.5}, B_4, B_{4.5})$</td>
<td>(0.51, 0.48, 0.45, 0.49, 0.52)</td>
</tr>
<tr>
<td>COUPON</td>
<td>30%</td>
</tr>
<tr>
<td>FREQUENCY</td>
<td>Semi-Annual</td>
</tr>
<tr>
<td>FACE VALUE</td>
<td>100</td>
</tr>
<tr>
<td>CONVERSATION RATIO</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3.3

Used parameters for the model and the CoCo-Bond price computations starting in ascending semi-annual sequence $(0, 0.5, 1, 1.5, 2)$. The first five barrier levels are assumed to be constant.

<table>
<thead>
<tr>
<th># simulations</th>
<th>OSS</th>
<th>PW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^7$</td>
<td>10669.20</td>
<td>2196.17</td>
</tr>
<tr>
<td>$10^6$</td>
<td>1067.34</td>
<td>219.7</td>
</tr>
<tr>
<td>$10^5$</td>
<td>106.02</td>
<td>22.00</td>
</tr>
</tbody>
</table>

Table 3.4

CPU time of a single iteration

We notice, that for every coupon, there is indeed a corresponding short position in binary option that is knocked in on the same barrier.

The used parameters can be viewed in Table 3.3, see [20] for further information of payoff structures. For the individual barrier levels, we modelled a convex ‘smile’-pattern.

We calculated the benchmark prices of the CoCo-Bond with a high number of Monte Carlo samples.

The results are demonstrated in the following order: First, we compare the CPU computation time (Table 3.4) of one-step survival using finite differences and the one-step survival pathwise sensitivities for a single calibration iteration step (i.e. present value and all derivatives). Next we will compare the calibrations using a gradient-based algorithm (Table 3.5), while starting with initial-vector $(0.4, 0.4, 0.4, 0.4, 0.4)$.

Last, using a slightly modified initial-vector, namely $(0.3, 0.3, 0.3, 0.3, 0.3)$, we will determine an increased radius of convergence (Table 3.6), using the new pathwise sensitivity approach.

For illustration purpose, all MATLAB optimization algorithms are used as black boxes, without any modification and without any additional data.

Studying the results of *lsqnonlin*, see Table 3.5, which is based on a trust-region-reflective method we see the expected weakness of standard Monte Carlo. Even for a huge number of samples the standard Monte Carlo estimator is not able to provide viable solutions, since instantly aborting. Hence, for calibrations with standard Monte Carlo estimators, one would typically resort to regularized differentiation schemes.

The calibrations, using the pathwise sensitivity approach, deliver similar residuals,
The true value was 

\( 0 \) taken (iterations), the returned solution (result) and the squared norm of the residual (resnorm). Depending on the number of Monte Carlo samples (# MC) the table shows the number of iterations survival (with finite differences) and one-step survival pathwise sensitivities Monte Carlo estimator.

<table>
<thead>
<tr>
<th># MC</th>
<th>iterations</th>
<th>result</th>
<th>resnorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^7 )</td>
<td>0</td>
<td>(0.4000, 0.4000, 0.4000, 0.4000, 0.4000)</td>
<td>152.3039</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>0</td>
<td>(0.4000, 0.4000, 0.4000, 0.4000, 0.4000)</td>
<td>152.1053</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>0</td>
<td>(0.4000, 0.4000, 0.4000, 0.4000, 0.4000)</td>
<td>147.0367</td>
</tr>
</tbody>
</table>

**one-step survival**

<table>
<thead>
<tr>
<th># MC</th>
<th>iterations</th>
<th>result</th>
<th>resnorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^7 )</td>
<td>34</td>
<td>(0.5100, 0.4766, 0.4677, 0.4887, 0.5194)</td>
<td>3.1451e − 07</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>43</td>
<td>(0.5071, 0.4952, 0.4761, 0.4710, 0.5165)</td>
<td>4.3222e − 05</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>84</td>
<td>(0.4998, 0.5097, 0.4984, 0.4319, 0.4713)</td>
<td>9.5003e − 06</td>
</tr>
</tbody>
</table>

**one-step survival pathwise sensitivities**

<table>
<thead>
<tr>
<th># MC</th>
<th>iterations</th>
<th>result</th>
<th>resnorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^7 )</td>
<td>34</td>
<td>(0.5102, 0.4753, 0.4661, 0.4883, 0.5202)</td>
<td>4.3762e − 07</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>43</td>
<td>(0.5071, 0.4952, 0.4761, 0.4710, 0.5165)</td>
<td>4.3222e − 05</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>84</td>
<td>(0.4998, 0.5096, 0.4984, 0.4305, 0.4713)</td>
<td>9.4110e − 06</td>
</tr>
</tbody>
</table>

Table 3.5

Results of calibrations using lsqnonlin with initial-values \( 0.4, 0.4, 0.4, 0.4, 0.4 \) for the standard, one-step survival (both with finite differences) and one-step survival pathwise sensitivities Monte Carlo estimator. Depending on the number of Monte Carlo simulations (# MC) the table shows the number of iterations taken (iterations), the returned solution (result) and the squared norm of the residual (resnorm). The true value was \( (0.51, 0.48, 0.45, 0.49, 0.52) \).

### lsqnonlin: one-step survival

<table>
<thead>
<tr>
<th># MC</th>
<th>iterations</th>
<th>result</th>
<th>resnorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^7 )</td>
<td>56</td>
<td>(0.3000, 0.3054, 0.5270, 0.3720, 0.3240)</td>
<td>4.5501</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>56</td>
<td>(0.3000, 0.3072, 0.5269, 0.3711, 0.3194)</td>
<td>4.4726</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>59</td>
<td>(0.3000, 0.3001, 0.5265, 0.3880, 0.3981)</td>
<td>4.5162</td>
</tr>
</tbody>
</table>

**one-step survival pathwise sensitivities**

<table>
<thead>
<tr>
<th># MC</th>
<th>iterations</th>
<th>result</th>
<th>resnorm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^7 )</td>
<td>47</td>
<td>(0.5101, 0.4782, 0.4618, 0.4881, 0.5204)</td>
<td>5.4531e − 07</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>35</td>
<td>(0.5071, 0.4963, 0.4669, 0.4756, 0.5167)</td>
<td>4.3761e − 05</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>54</td>
<td>(0.4994, 0.5109, 0.4934, 0.4564, 0.4770)</td>
<td>2.7085e − 05</td>
</tr>
</tbody>
</table>

Table 3.6

Results of calibrations using lsqnonlin with initial-values \( 0.3, 0.3, 0.3, 0.3, 0.3 \) for the one-step survival (with finite differences) and one-step survival pathwise sensitivities Monte Carlo estimator. Depending on the number of Monte Carlo samples (# MC) the table shows the number of iterations taken (iterations), the returned solution (result) and the squared norm of the residual (resnorm). The true value was \( (0.51, 0.48, 0.45, 0.49, 0.52) \).

while requiring similar iterations with approximately a fifth of the time (as one-step survival with finite differences, see Table 3.4). Hence, we clearly see the expected strength of the pathwise sensitivities for multidimensional cases. Furthermore, we determine, see Table 3.6, that the new approach provides a larger radius of convergence, while finite differences deliver unfeasible results.

We remark, that while experimenting with these multi-dimensional calibration, we also detected advantages of one-step survival, using gradient-free algorithms (e.g. fminsearch), compared to standard Monte Carlo. This effect is based on the idea that unstable differentiation also influences gradient free algorithms.
4. Conclusions. We adjusted the idea of pathwise sensitivities to the idea of the one-step survival Monte Carlo method suggested by Glasserman and Staum [12]. It followed, that we were able to calculate the pathwise sensitivities of options with discontinuous payoff, namely barrier options. In the numerical results, we saw that these derivatives behave stable and can be calculated efficiently related to finite differences, without evaluating a second respectively a third path. It followed, that there appears no problem in choosing a discretization shift size for balancing accuracy and stability, which would depend on the input parameters and the underlying Greek.

In the case study, we calibrated a CoCo-Bond, which we modelled with time-dependent barrier levels and saw that the new pathwise sensitivity estimator outperformed one-step survival (with finite differences) in terms of computation time. Furthermore, we determined a further advantage, since being without discretization error, the pathwise sensitivities improved the radius of convergence of the calibration.

The extension to non-constant parameters will work as follows: Using smaller time steps, it is assumable that the parameters are constant in these steps. Then, at the observation dates, our algorithm can be applied, with constant parameters and a smaller step width.

For a simplified presentation, we derived the algorithm within the classical Black-Scholes model. But, as we used a more general notation for the recursions of the paths and its derivatives, the extension to other models should be applicable as well, providing that the idea of one-step survival is feasible. The basic concepts on how to generalize one-step survival to the correlated multivariate case is given in [1] and we believe that the method of pathwise sensitivities can be applied as well. The authors divide the multivariate case into payoffs depending on the maximum or the minimum. We believe that pathwise sensitivities can be easily extended for the first case (maximum), one has to be careful with the second case (minimum), since the resulting estimator is Lipschitz-continuous but not necessarily differentiable. We also believe, that the method can be adapted to more general models, e.g. models whose underlying depend upon the solution of stochastic differential equations, proceeding as follows: Modifying the approximation method, e.g. Euler-Maruyama or Milstein scheme, while sampling the approximation conditional on survival at specified approximation steps. Considering discretely observed barrier options this method leads to several usual performed approximation steps and one modified step at the observation date ensuring that the path survives, see e.g. [8] for a similar combination idea. For continuously monitored barrier options, one could try to combine the one-step survival idea with the Brownian bridge interpolation in every step, see e.g. [11], to smooth out the discontinuities of the barrier crossing probabilities. However, this would end in a loss of linearity, since many dependencies would be added. We also believe, that the method of pathwise sensitivities can be adapted to other kinds of options with path-dependent discontinuous payoff.

At last, it should be mentioned that other variance reduction methods, as control variates or antithetic sampling [11], can be combined with the new algorithm.

Appendix A. Partial derivatives. We present the partial derivatives of (2.12), (2.13) with respect to \((\vartheta_1, \ldots, \vartheta_4)\).
The partial derivatives of (2.12) with respect to \((\vartheta_1, \ldots, \vartheta_4, s)\) are given by:

\[
D(\vartheta_1, \ldots, \vartheta_4, s) (f(s, \vartheta)) = 
\begin{pmatrix}
0 \\
\sqrt{2} e^{\vartheta_5} \left( \frac{\log(\vartheta_5^{\vartheta_5} - \vartheta_5 \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right)}{2 \vartheta_4^2 \vartheta_5} \right) / \left( 2 \vartheta_4 \sqrt{\vartheta_5} \right) \\
-\sqrt{2} \sqrt{\vartheta_5} e^{\vartheta_5} \left( \frac{\log(\vartheta_5^{\vartheta_5} - \vartheta_5 \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right)}{2 \vartheta_4^2 \vartheta_5} \right) / \left( 2 \vartheta_4 \sqrt{\vartheta_5} \right) \\
-\sqrt{2} e^{\vartheta_5} \left( \frac{\log(\vartheta_5^{\vartheta_5} - \vartheta_5 \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right)}{2 \vartheta_4^2 \vartheta_5} \right) / \left( 2 \vartheta_4 \sqrt{\vartheta_5} \right) \\
\end{pmatrix}
\]

The partial derivatives of (2.13) with respect to \((\vartheta_1, \ldots, \vartheta_4, s, \pi)\) are given by:

\[
D(\vartheta_1, \ldots, \vartheta_4, s, \pi) (g(s, u, \vartheta)) = 
\begin{pmatrix}
0 \\
s \vartheta_5 e^{\vartheta_5} \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right) + \vartheta_4 \sqrt{\pi} e^{\vartheta_5} \Phi^{-1}(\pi u) \\
s e^{\vartheta_5} \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right) + \vartheta_4 \sqrt{\pi} e^{\vartheta_5} \Phi^{-1}(\pi u) \\
\sqrt{2} s u \vartheta_4 \sqrt{\vartheta_5} \sqrt{\pi} e^{\vartheta_5} \left( \vartheta_3 - \frac{\vartheta_4^2}{2} \right) + \vartheta_4 \sqrt{\pi} e^{\vartheta_5} \Phi^{-1}(\pi u) e^{\vartheta_5} \Phi^{-1}(\pi u)^2 / \sqrt{2} \\
\end{pmatrix}
\]
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