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1 Asymptotic behavior of the survival probabil-
ity for subcritical processes

Theorem 1 If A < 1 then

P (Z(n) > 0) = Q(n) � KAn(1 + o(1)); K > 0;

if and only if

E� log+ � = EZ(1) log+ Z(1)

=

1X
k=1

pkk log k <1:

Note that this theorem implies

An

Q(n)
=

EZ(n)

P (Z(n) > 0)
= E [Z(n)jZ(n) > 0] � K�1; n!1:

Lemma 2 Let

H(s) =
1X
k=0

hks
k
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be a probability generating function and let � 2 (0; 1). The series
1X
n=0

[1�H(1� �n)] <1

if and only if
1X
k=1

hk log k <1:

Proof. Since

1�H(1� �n+1) � 1�H(1� �x) � 1�H(1� �n); x 2 [n; n+ 1]

it follows that

1�H(1� �n+1) �
Z n+1

n

(1�H(1� �x)) dx � 1�H(1� �n)

and after summation over n from 1 to in�nity we have

0 �
1X
n=1

[1�H(1� �n)]�
Z 1

1

[1�H(1� �x)] dx � 1�H(1� �):

Thus, we need to check with � = e�� and the change of variables y = 1 � �x
when Z 1

1

�
1�H(1� e��x)

�
dx =

1

�

Z 1

1��

1�H(y)
1� y dy <1:

Clearly, Z 1

1��

1�H(y)
1� y dy =

Z 1

0

1�H(y)
1� y dy �

Z 1��

0

1�H(y)
1� y dy

and Z 1��

0

1�H(y)
1� y dy �

Z 1��

0

1

1� y dy �
1

�

Z 1��

0

dy =
1� �
�

<1:

Thus, we need to establish whenZ 1

0

1�H(y)
1� y dy <1:

Clearly,

1�H(y)
1� y =

1X
k=1

hk
1� yk
1� y =

1X
k=1

hk

k�1X
j=0

yj

Hence (and equivalent with respect to the convergence of the integrals)Z 1

0

1�H(y)
1� y dy =

1X
k=1

hk

k�1X
j=0

1

j + 1
�

1X
k=1

hk(log k + 
)
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where the last follows from

1

j + 2
� 1

x
� 1

j + 1
; x 2 [j + 1; j + 2]

and
k�1X
j=0

1

j + 2
�
Z k

1

dx

x
= ln k �

k�1X
j=0

1

j + 1

proving the lemma.
In particular convergence is either for all � 2 (0; 1) or for none of them.
Proof of the theorem. Set

H(s) =
1� f(s)
A(1� s) =

1

A

1X
j=1

pj
1� sj
1� s =

1

A

1X
j=1

pj

j�1X
j=0

sk

=
1

A

1X
k=0

sk
1X

j=k+1

pj =
1X
k=0

hks
k � 1:

Clearly,

1� fn+1(s) = A(1� fn(s))
1� fn+1(s)
A(1� fn(s))

= A(1� fn(s))H(fn(s)):

Consequently,

Q(n+ 1) = 1� f(fn(0)) = AQ(n)H(fn(0))

implying for K(n) = Q(n)A�n that

K(n+ 1) = K(n)H(fn(0)):

Thus,

K(n) =
n�1Y
t=0

H(ft(0))) # K

and K = limn!1K(n) is positive if and only ifX
t

(1�H(ft(0))) <1:

Clearly,
1� ft(0) = P(Z(t) > 0) � EZ(t) = At = �t1

and

P(Z(t) > 0) = 1� ft(0) � P (Z(1) = 1; Z(2) = 1; :::; Z(t) = 1)
= (1� f(0))t = �t2:
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Thus, by monotonicity of H(s)X
t

�
1�H(1� �t2)

�
�
X
t

(1�H(ft(0))) �
X
t

�
1�H(1� �t1)

�
:

Now acccording to the previous lemmaX
t

(1�H(ft(0))) <1

if and only if
1X
k=1

1X
j=k+1

pj log k =
1X
j=1

pj

j�1X
k=1

log k <1:

The last is valid if and only if

1X
j=1

pjj log j <1

since

(j � 1) ln (j � 1)� j + 2 =

Z j�1

1

(lnx) dx �
j�1X
k=1

log k

�
Z j

1

(lnx) dx = j ln j � j + 1:

This proves the theorem.
NOTE THAT

K � P(Z(n) > 0)

An

for ALL n:

2 Practical estimates for the survival proba-
bility

Lemma 3 If � � 0 with probability 1 and is not identical to zero then

P (� > 0) � (E�)
2

E�2
:

Proof. By Hölder inequality

E� = E [�I f� > 0g] �
q
E�2EI2 f� > 0g

=

q
E�2P (� > 0)
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as desired.
Hence we have

An = EZ(n) � P (Z(n) > 0) � (EZ(n))
2

EZ2(n)

=
A2n

�2A
n�1(An�1)
A�1 +A2n

=
An+1(1�A)

�2(1�An) +An+1 (1�A) : (1)

In the preceding section we claimed that the extinction probability P is one,
if A � 1. In the subcritical case this is easily proved, and we can even get a
sharp bound. Set

PN (Z(n) > 0) = P(Z(n) > 0jZ(0) = N); EN [Z(n)] = E[Z(n)jZ(0) = N ]:

By Chebyshev�s inequality

PN (Z(n) > 0) = P(Z(n) � 1jZ(0) = N) � EN [Z(n)] = NAn; (2)

whereN is the number of founders of the population and, clearly, limn!1NA
n =

0.

Theorem 4 Consider a subcritical Galton-Watson process, starting from Z(0) =
N individuals. Then

NP1(Z(n) > 0) (1�P1(Z(n) > 0))N�1 � PN (Z(n) > 0) � NP1(Z(n) > 0):

If the reproduction variance �2 <1, then

N(1�A)An+1=�2 � NAn+1 (1�An)N�1 (1�A)
�2(1�An) +An+1(1�A) (3)

� PN (Z(n) > 0 ) � NAn: (4)

For N = 1 the theorem is known. To treat the case Z(0) = N > 1 denote
for breivity by R = P1(Z(n) = 0) the probability of extinction in the �rst n
generations for a process with one single ancestor. Then

PN (Z(n) > 0) = 1�RN � N(1�R) = NP1(Z(n) > 0) � NAn:

On the other hand
1� xN � N(1� x)xN�1

and this gives

1�RN � N(1�R)RN�1 � NP1(Z(n) > 0)(1�An)N�1:

Example
We consider an example borrowed from
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Caswell,H., Fujiwara, M., and Brault S., Declining survivial probability threat-
ens the North Atlanitic right whale, Proc. Nath. Acad. USA, 96 (1999), 3308-
3313.
They study the threats posed by a decline of survival probabilities for the

North Atlantic right whale, within the framework of the following model.
A female right whale may produce 0, 1, or 2 females the following year. It

is assumed that the death of a parent results in the death of a calf in the �rst
year. Thus, a female at time n produces no o¤spring if she dies before n + 1;
one o¤spring (herself) if she survives without reproducing female o¤spring and
two o¤spring (herself and her calf) if she survives and gives birth to a female
calf. Generation length is then one year. Let p be the survival probability and
� be the probability of begetting a female calf. The reproduction generating
function of the process becomes

f(s) = 1� p+ p(1� �)s+ p�s2

with mean A = p(1��) + 2p� = p(1+�): Caswell et al. (1999), using di¤erent
sources, give the following estimates for p, �, and, as a result, for A:

� = 0:051 � = 0:038
p = 0:94 A = 0:988 A = 0:976

Applying formulas (3) and (4) to the data, we obtain the following estimates
from below of the number n of generations (years) which the population of
whales (now having around 150 female members) can survive with probability
higher than 0:99 and from above for the number of generations within which
the population will die out with a probability greater than 0.99:

A 0:988 0:976
survival with probability � 0:99 for at least n years n � 357 177
extinction with probability � 0:99 within at most n years n � 796 395:

In particular this shows that provided reproduction conditions remain the
same in thefuture, then under the worst scenario the whale population will die
out within 400 years with a probability of more than 99 percent.
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