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Abstract

We provide a mathematical framework to model continuous time trading of a small
investor in limit order markets. We show how elementary strategies can be extended in a
suitable way to general continuous time strategies containing orders with infinitely many
different limit prices. The general limit buy order strategies are predictable processes with
values in the set of nonincreasing demand functions. It turns out that our strategy set of
limit and market orders is closed, but limit orders can turn into market orders when passing
to the limit, and any element can be approximated by a sequence of elementary strategies.

Keywords: limit order markets, trading strategies, random measures

JEL classification: G11, G12.

Mathematics Subject Classification (2000): 91B28, 91B24, 60G57.

1 Introduction

In today’s electronic markets the predominant market structure is the limit order market (or
continuous double auction) where traders can continuously place market and limit orders. A
market order is executed immediately at the best currently available price whereas a limit order
is stored in the book until it can be executed at its limit price. The limit orders can be chosen
from a continuum of limit prices. By the enormous increase of trading speed and a reduction of
immediate order execution costs, there appears a huge demand for sophisticated mathematical
models of high-frequency trading that take the precise price formation mechanism into account
and allow for the computation of optimal trading strategies. This article provides a mathematical
background to model self-financing continuous time portfolio processes allowing for a continuum
of limit prices of a “small” trader whose transactions have no impact on the order book dynamics.
Under the assumption that the order sizes of the investor are small compared to the orders in
the book, trading solely with market orders corresponds to models with proportional transaction
costs. The small investor buys at the best-ask price and sells at the lower best-bid price. These
models and their arbitrage theory are very well developed and we can apply some of these results.
However, the modeling of limit order execution is more complex. The trader can submit limit
orders at different prices and orders may be stored in the order book waiting for execution.
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The aim of this article is not to explain the evolution of the order book or the transaction price
as e.g. in the models by Cont, Stoikov, and Talreja [4], Cvitanić and Kirilenko [5], Osterrieder [15],
Luckock [13], Roşu [18]. We rather model the trading opportunities of one investor given the order
book dynamics. In contrast to Alfonsi and Schied [1] and Predoiu, Shaikhet, and Shreve [16]
among others who consider the price impact of market orders and the order book resilience,
we assume that the trader under consideration is small. Models with both market and limit
orders have already been considered in Guilbaud and Pham [9] and Kühn and Stroh [12] among
others. But, in all these models only special limit order prices are permitted, especially the
current best-bid price or one tick above it (for buy orders) and the best-ask price or one tick
below it (for sell orders). As the best-bid and the best-ask may move continuously in time, it is
interesting to investigate in a more general framework how these strategies can be approximated
by strategies with piecewise constant limit prices (see Example 6.2). More importantly, in the
model introduced in this article orders with arbitrary limit prices can be placed. A limit buy
order with a higher limit price has a higher execution probability. In particular, the execution
probability can be increased by placing orders in the inner of the bid-ask-spread. Thus, the
model can be used as a framework to analyze the trade-off between the risks and the rewards
connected with the placement of limit orders with different limit prices.

The article is organized as follows. In Subsection 1.1 we provide a motivation of the order
execution mechanism behind our model. For the convenience of the reader we briefly introduce
random measures in Section 2. They are needed to introduce the model formally. This and
the statement of the main results, Theorem 3.13 and Theorem 3.17, are done in Section 3. In
addition, in Subsection 3.4 we discuss the arbitrage theory of the model and Subsection 3.5 is
about the special case of a finite price grid. The proofs of Theorem 3.13 and Theorem 3.17 can
be found in Section 4 and Section 5. The article ends with two examples in Section 6 and a
conclusion.

1.1 A motivation of the execution mechanism

The basic assumption is that the investor is small, only trades of other market participants,
called exogenous orders in what follows, change the state of the order book, whereas the impact
of the orders of the small investor is neglected. Being small also implies that there are no partial
executions of his limit orders. A single limit order of the small investor with limit price L is
either completely executed or not.

One building block of the model are the exogenous best-bid and best-ask price processes
(not including the orders placed by the small trader). They are modeled by the càdlàg stochastic
processes S and S with S < S. Market buy orders are immediately executed at S and market
sell orders at S. Let t be the point in time at which the exogenous order arrives. S and S are
càdlàg. Thus St and St are interpreted as the prices immediately after the order execution or
cancelation at time t and St− and St− are the prices immediately before this event. Let us
discuss some typical “events” driven by the actions of the exogenous market participants and
their effects on the small investor to get an idea of what our model should cover.

(i) Market buy order arrives: The best-bid price is certainly unchanged, but the best-ask price
may or may not jump upwards, depending on whether the market buy order eats into the
book or not, i.e. St = St− and St ≥ St−. In addition, all limit sell orders with limit price
smaller (or equal) some x with x ∈ [St, St] are executed.

(ii) Market sell order arrives: The best-ask price is certainly unchanged, but the best-bid price
may or may not jump downwards, depending on whether the market sell order eats into
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the book or not, i.e. St = St− and St ≤ St−. In addition, all limit buy orders with limit
price higher (or equal) some x with x ∈ [St, St] are executed.

(iii) Limit buy order with limit price L arrives:

(a) L ≤ St−. Nothing changes, i.e. St = St− and St = St−.

(b) St− < L < St−. The best-bid price increases to L, while the best-ask price does not
change, i.e. St = L and St = St−. In addition, all limit sell orders of the small trader
with limit price smaller or equal L are executed. Note that S is the best-ask price
without the small trader’s orders.

(c) L ≥ St−. The same impact as in (i).

(iv) Limit sell order with limit price L arrives:

(a) L ≥ St−. Nothing changes, i.e. St = St− and St = St−.

(b) St− < L < St−. The best-ask price decreases to L, while the best-bid price does not
change, i.e. St = L and St = St−. In addition, all limit buy orders of the small trader
with limit price higher or equal L are executed.

(c) L ≤ St−. The same impact as in (ii).

(v) Limit buy order is canceled: The best-ask price does not change, but depending on whether
the canceled limit order is the only one at the best-bid price, the best-bid price may move
downwards, i.e. St = St− and St ≤ St−.

(vi) Limit sell order is canceled: The best-bid price does not change, but depending on whether
the canceled limit order is the only one at the best-ask price, the best-ask price may move
upwards, i.e. St = St− and St ≥ St−.

It is important to note that the execution mechanism is not determined solely from the
best-bid price and the best-ask price processes. Namely, a downward jump of the best-bid price
from St− to St may or may not execute a limit buy order of the small investor with limit price
St < L < St−. Essentially, this depends whether the downward jump is triggered by a large
exogenous market sell order eating into the book (as in (ii)) or by a cancelation of a limit buy
order in the book (as in (v)). Therefore we introduce two integer-valued random measures that
model the execution of the limit orders of the small investor explicitly. They have to be in line
with the processes S and S, but they cannot be derived from them. This is in contrast to the
models of Smid [20] where limit buy (sell) orders are only executed when the best-ask (bid)
process hits the limit price. In the model considered in Osterrieder [15] the execution of limit
orders is triggered by an exogenous transaction price process.

2 Notation

Throughout the article we fix a terminal time T ∈ R+ and a filtered probability
space (Ω,F , (Ft)t∈[0,T ], P ) satisfying the usual conditions. Denote by O (resp. by P) the op-
tional σ-algebra (resp. the predictable σ-algebra) on Ω× [0, T ].
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2.1 Random measures

Most of the following definitions are from Chapter XI in [10]. As they are the building blocks
for our model we quote them here rather completely for the convenience of the reader.

Definition 2.1. Define

(Ω̃, F̃) := (Ω× [0, T ]× R+,F ⊗ B([0, T ])⊗ B(R+)) ,

Õ := O ⊗ B(R+), P̃ := P ⊗ B(R+).

We call Õ the optional σ-field in Ω̃ and P̃ the predictable σ-field in Ω̃.

Definition 2.2. An extended real function µ defined on Ω×B([0, T ])⊗B(R+) is called a random
measure if

(i) µ(ω, ·) is a σ-finite measure on B([0, T ])⊗ B(R+) for all ω ∈ Ω and

(ii) µ(·, B̂) is a random variable on (Ω,F) for all B̂ ∈ B([0, T ])⊗ B(R+).

Definition 2.3. For any B̃ ∈ F̃ define

Mµ(B̃) := E

[∫
[0,T ]×R+

1
B̃

(ω, t, x)µ(ω, dt, dx)

]
.

For A ∈ F ⊗ B([0, T ]) define M̂µ(A) := Mµ(A× R+).

Note that Mµ is a measure on F̃ and is called the measure generated by µ. µ is said to be

integrable if Mµ is a finite measure, i.e. Mµ(Ω̃) <∞. µ is said to be optionally (resp. predictably)

σ-integrable, if the restriction of Mµ on Õ (resp. P̃) is a σ-finite measure.

Definition 2.4. A F̃/B(R)-measurable function H that satisfies∫
[0,t]×R+

|H(ω, s, x)|µ(ω, ds, dx) <∞, ∀t ∈ [0, T ]

and all ω ∈M for a set M ∈ F with P (M) = 1 is called µ-integrable.

For a µ-integrable H the integral
∫

[0,·]×R+
H(ω, s, x)µ(ω, ds, dx) is well-defined up to evanes-

cence.
A random measure µ is said to be optional (resp. predictable), if for any Õ-

measurable function H (resp. P̃-measurable function H) s.t.
∫

[0,·]×R+
H(·, s, x)µ(ds, dx) exists,∫

[0,·]×R+
H(·, s, x)µ(ds, dx) is an optional (resp. predictable) process.

Definition 2.5. A random measure µ is called an integer-valued random measure if

(i) µ takes only values in N0 ∪ {∞},

(ii) µ(ω, {t} × R+) ≤ 1 for all ω ∈ Ω, t ≥ 0, and

(iii) µ is optional and optionally σ-integrable.
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3 A model of a small investor trading in a limit order book

3.1 Description of the model

Let S and S be two adapted càdlàg processes s.t. 0 ≤ St(ω) < St(ω) for all (ω, t) ∈ Ω × [0, T ].
Denote ∆St := St − St− and ∆St := St − St−. One may interpret S as the best-bid price
and S as the best-ask price without the orders of the small investor. Let µ, ν be two integer-
valued random measures. The random measure µ models when and up to which price the limit
buy orders of the small trader are executed. The random measure ν models when and up to
which price the limit sell orders of the small trader are executed. Throughout the article let the
following assumption hold.

Assumption 3.1. (i) For all ω ∈ Ω it holds that

µ(ω, {(t, x) ∈ [0, T ]× R+ | x < St(ω) or x > St(ω)}) = 0

ν(ω, {(t, x) ∈ [0, T ]× R+ | x < St(ω) or x > St(ω)}) = 0.

(ii) For all (ω, t) ∈ Ω× [0, T ] it holds that

∆St(ω) < 0 ⇒ ∃x ∈ [St(ω), St(ω)] with µ(ω, {t} × {x}) = 1,

∆St(ω) > 0 ⇒ ∃x ∈ [St(ω), St(ω)] with ν(ω, {t} × {x}) = 1.

(iii) For all ω ∈ Ω we have that

µ(ω, {(t, x) ∈ [0, T ]× R+ | x < St(ω)}) < ∞
ν(ω, {(t, x) ∈ [0, T ]× R+ | x > St(ω)}) < ∞.

(iv) For all (ω, t) ∈ Ω× [0, T ] we have that

µ(ω, {t} × {St(ω)}) = 1 ⇒ ∆St(ω) < 0

ν(ω, {t} × {St(ω)}) = 1 ⇒ ∆St(ω) > 0.

(v) There does not exist a pair (ω, t) ∈ Ω× [0, T ] with

µ(ω, {t} × [0, St(ω))) = 1 and ν(ω, {t} × (St(ω),∞)) = 1.

(vi) For all ω ∈ Ω we have that

µ(ω, {0, T} × R+) = ν(ω, {0, T} × R+) = 0.

Remark 3.2. For any càdlàg processes S and S with S < S there exist random measures µ and
ν satisfying Assumption 3.1. Thus, the assumptions are no restriction on the best-bid and the
best-ask price process.

Let us discuss Assumption 3.1. (i) and (ii) are justified by the considerations in Subsection 1.1.
As St stands for the highest remaining exogenous limit buy order in the book, clearly no limit
buy order of the small investor with a limit price strictly below St can be executed at time
t. Similarly it would not make sense that a limit buy order of the small investor with a limit
price strictly higher than St persists, because St denotes the lowest limit price of outstanding
exogenous limit sell orders. The first part of Assumption 3.1(ii) means that a downward jump
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of the best-ask entails that at least all limit buy orders of the small investor with limit prices
larger or equal the best-ask after the jump are executed.

Assumption 3.1(iii) says that there are only finitely many executions of limit orders of the
small investor up to time T leading to a better trade than using market orders. This assumption
is made as in reasonable models with continual execution of limit orders at favorable prices the
small investor could make riskless gains by placing simultaneously a limit buy order close to S
and a limit sell order close to S. Note however that there can be countably many executions of
limit buy orders by (small) downward jumps of S (this is the reason why we do not restrict to
finite random measures). These executions do not lead to arbitrage as the buyer has to pay at
least the new best-ask price which is the price he has to pay when using a market order (cf. also
(iv)). Condition (v) is needed to exclude simultaneous limit buy and sell order executions at
similar prices which could cancel each other out and thus they would possibly not enter in the
portfolio process. Assumption 3.1 (vi) is made w.l.o.g. and only to keep the notation simpler.
It is in the same vein as Assumption 2.2. in [3] and could be discarded by starting the model
at time −1, finishing it at T + 1, and demanding that on [−1, 0) ∪ (T, T + 1] nothing happens
(compare Remark 4.2 in [3]).

Now we define the set of general continuous time strategies and the self-financing condition
for the small trader.

Definition 3.3. Denote by LB the set of all P̃/B(R+)-measurable functions LB : Ω̃ → R+,
which satisfy

(i) x 7→ LB(ω, t, x) is nonincreasing, for all (ω, t) ∈ Ω× [0, T ],

(ii) LB(ω, t, x) = 0 for all (ω, t) ∈ Ω× [0, T ] and x ≥ St−(ω),

(iii) LB is µ-integrable.

Similarly, let LS be the set of all P̃/B(R+)-measurable functions LS : Ω̃→ R+, which satisfy

(iv) x 7→ LS(ω, t, x) is nondecreasing, for all (ω, t) ∈ Ω× [0, T ],

(v) LS(ω, t, x) = 0 for all (ω, t) ∈ Ω× [0, T ] and x ≤ St−(ω),

(vi) LS is ν-integrable.

LB(ω, t, x) is the sum of outstanding limit buy orders of the small investor with limit price
x or higher, which could possibly be executed at time t. The orders are placed (resp. updated)
with the information Ft−, i.e. in general without the knowledge of the order flow at time t. This
reflects the fact that a limit order has to be in the book in advance before it can be executed by
a market order. Condition (i) is self-explanatory. A limit buy order of the small trader placed
at S− or above would be executed immediately at S, hence such an order would in effect be a
market order. Thus condition (ii) separates limit from market orders and is no restriction, see
Subsection 3.2 for the relation to real-world strategies.

Definition 3.4. Let MB,MS be two real-valued predictable nondecreasing processes with MB
0 =

MS
0 = 0 and let LB ∈ LB and let LS ∈ LS. We call a quadruple S = (MB,MS , LB, LS) a

trading strategy.

MB
t (resp. MS

t ) is interpreted as the accumulated purchases (resp. sells) by market orders
up to time t.

At several places in the article we have to define integrals w.r.t. processes of finite variation
which are neither left- nor right-continuous. Let X be a process of finite variation. It follows
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that X is làglàd, i.e. it possesses left and right limits, but it can have double jumps. Let ∆Xt :=
Xt −Xt− denote the jump at time t and let ∆+Xt := Xt+ −Xt denote the jump immediately
after time t. For a càdlàg integrand Y we define the integral (Y−, Y ) • X by

(Y−, Y ) • Xt := (Y− • X
r)t +

∑
0≤s<t

Ys∆
+Xs, t ≥ 0, (3.1)

where Xr
t := Xt−

∑
0≤s<t ∆+Xs. The first term on the right-hand side of (3.1) is just a standard

Lebesgue-Stieltjes integral. As the notation indicates, the left jumps of X are weighted with Y−
and the right jumps with Y . If Y is continuous we use the shorter notation Y • X for the integral
defined in (3.1). Note that the notations are consistent with the common integral w.r.t. càdlàg
integrators.

Definition 3.5. For a given initial endowment (η0, η1) ∈ R2 we define the portfolio process
(ϕ0(S), ϕ1(S)) associated with the trading strategy S by

ϕ0
t (S) := η0 −

∫ t

0
(Ss−, Ss)dM

B
s +

∫ t

0
(Ss−, Ss)dM

S
s

+

∫
[0,t)×R+

∫ ∞
x

yLB(s, dy)µ(ds, dx) +

∫
[0,t)×R+

∫ x

0
yLS(s, dy)ν(ds, dx)

ϕ1
t (S) := η1 +MB

t −MS
t +

∫
[0,t)×R+

LBs dµs −
∫

[0,t)×R+

LSs dνs

(cf. (3.1)). For L ∈ {LB, LS}, the integral
∫
yL(s, dy) is defined by∫ b

a
yL(s, dy) :=

∫
(a,b)

yLc(s, dy) +
∑
a<y≤b

y∆−L(s, y) +
∑
a≤y<b

y∆+L(s, y),

where Lc denotes the continuous part and ∆−L(s, y) resp. ∆+L(s, y) the jumps of the func-
tion y 7→ L(s, y).

Definition 3.5 can be regarded as the self-financing condition of the model. ∆−MB
t are the

purchases at time t− paying the price St− per share whereas ∆+MB
t are purchases at time t

paying St (this is reflected in the notation
∫ t

0 (Ss−, Ss)dM
B
s ). The need for double jumps of MB

and MS in the time variable has already been discussed in the literature on transaction costs,
see e.g. page 581 of [3]. Example 3.19 shows why we need double jumps of LB and LS in the
price variable.

Definition 3.6. For any a > 0 a trading strategy S is called admissible with threshold a if its
associated portfolio process (ϕ0(S), ϕ1(S)) satisfies

ϕ0(S) + a+ S
(
ϕ1(S) + a

)
1{ϕ1(S)+a≥0} + S

(
ϕ1(S) + a

)
1{ϕ1(S)+a<0} ≥ 0. (3.2)

This can be interpreted that given strategy S, if at all times we have a additional units of
cash and a additional units of the stock in our portfolio, then we always would be able to close
our position in the stock using market orders without going into debt. Note that an admissible
portfolio process with threshold a as defined above is also admissible with threshold a in the
sense of [3]. We will make use of this later on, when we prove the closedness result.
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Remark 3.7. The integer-valued random measures µ and ν can be written as

µ(dt, dx) =

∞∑
i=1

δ(τi,Yi)(dt, dx),

where δx denotes the Dirac measure on x, (τi)i∈N is a sequence of stopping times with disjoint
graphs, and Yi are Fτi-measurable random variables, and

ν(dt, dx) =
∞∑
i=1

δ(σi,Zi)(dt, dx),

where (σi)i∈N is a sequence of stopping times with disjoint graphs and Zi are Fσi-measurable
random variables (this is a consequence of Theorem 11.13 in [10]).

Example 3.8. We want to show how reasonable examples for the execution measures µ and ν
can be constructed s.t. Assumption 3.1 is satisfied. Let S < S be arbitrary stochastic processes
with càdlàg paths. Define

µ :=
∑

0<t≤T, ∆St<0, ∆St>−ε

δ(t,St)
+

∑
0<t≤T, ∆St≤−ε, ∆St≤0

δ(t,St)
+

∑
0<t≤T, ∆N1

t =1

δ(t,St)

+
∑

0<t≤T, ∆N2
t =1

δ(t,(St+St)/2) =: µ1 + µ2 + µ3 + µ4, (3.3)

where ε > 0 and N1, N2 are independent homogeneous Poisson processes also independent of S
and S. ν is defined analogously with Poisson processes independent of (S, S,N1, N2). A downside
jump of S always triggers a limit buy order execution (see µ1 + µ2), i.e. Assumption 3.1(ii) is
satisfied. By contrast, a downside jump of S triggered by a cancelation of limit buy orders (cf. the
event (v) in Subsection 1.1) does not lead to an execution of limit buy orders. An execution takes
place if market sell orders eat into the book (cf. the event (ii) in Subsection 1.1). In the easiest
case the events (v) and (ii) may be distinguished by downside jumps of S smaller resp. larger
than some threshold jump size ε > 0. Note that by the manipulation with ε there are only finitely
many favorable executions (i.e. at a price strictly below the current best ask). This means that
Assumption 3.1(iii) is satisfied. In addition, if a downside jump of S coincides with an upward
jump of S, no execution occurs (cf. µ2). As ν is defined analogously, this economically meaningful
property ensures that favorable executions by µ and ν do not coincide, i.e. Assumption 3.1(v)
is satisfied. Furthermore, there may appear executions not coming along with jumps of S or S.
They are modelled by N1 and N2 (whose jumps do not coincide with the jumps of S and S due
to independence).

3.2 Approximation by real-world strategies

Elementary or real-world strategies are trading strategies that can be implemented by finitely
many operations. Executed limit orders are not automatically renewed. The execution is modeled
by the random measures µ and ν. Beyond that, the best-ask (bid) price can pass continuously
through the limit price of a buy (sell) order placed by the small trader. This entails an execution
as no buy (sell) order with limit price higher (smaller) than the best-ask (bid) can persist in the
book. This “continuous execution” cannot be triggered by the σ-finite random measures µ and
ν and has to be modeled separately.
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Suppose at a stopping time TB1 we place a limit buy order L̂B := (θB, pB, TB1 , T
B
2 ) of size

θB ∈ L0
+(FTB1 ) and price pB ∈ L0

+(FTB1 ) with pB < STB1
and if the order is not executed up to

stopping time TB2 ≥ TB1 we cancel it. Define the stopping times

TS := inf{t ∈ (TB1 , T
B
2 ] | St ≤ pB},

Tµ := inf{τi | TB1 < τi ≤ TB2 , Yi ≤ pB},
T ∗ := TS ∧ Tµ. (3.4)

T ∗ models the time at which the limit buy order is executed. If at all, the trade takes place at
price pB. The portfolio process of the limit buy order L̂B is defined as

ϕ0
t (ω) = −θB(ω)pB(ω)1]]T ∗,T ]](ω, t) and ϕ1

t (ω) = θB(ω)1]]T ∗,T ]](ω, t). (3.5)

In the following we show that any real-world strategy can be replicated by a general strat-
egy S = (MB,ML, LB, LS) satisfying LB = 0 on [S−,∞) and LS = 0 on (−∞, S−]. Thus, on
the level of general strategies the limit buy (sell) order is taken out before the best-ask (bid)
passes and a “continuous execution” does not appear.

Assumption 3.9. For all (ω, t) ∈ Ω× [0, T ] we have that

µ(ω, {t} × {St−(ω)}) = 1 =⇒ ∆St(ω) ≤ 0

ν(ω, {t} × {St−(ω)}) = 1 =⇒ ∆St(ω) ≥ 0.

Proposition 3.10. The quadruple S = (MB, 0, LB, 0) with

MB
t (ω) := θB(ω)1]]T ∗,T ]](ω, t)1{TS<Tµ}(ω), (3.6)

LB(ω, t, x) := θB(ω)1]]TB1 ,T
∗∧TB2 ]](ω, t)

(
1(x≤pB(ω), St−(ω)>pB(ω)) + 1(x<pB(ω), St−(ω)=pB(ω))

)
is a trading strategy in the sense of Definition 3.4. Under Assumption 3.9 it leads to the portfolio
process given in (3.5).

Proof. MB and LB are obviously P- resp. P̃-measurable (note that {TS < Tµ} ∈ FT ∗). To show
that their portfolio process from Definition 3.5 coincides with (3.5), we have to distinguish four

cases. If TS < Tµ, the stocks are purchased by the market order strategy MB at price ST ∗ = pB

(Assumption 3.1(ii) ensures that there cannot be a downside jump of S at T ∗ if TS < Tµ).

If TS = Tµ ≤ TB2 and ST ∗− > pB, then Yi ≤ ST ∗ ≤ pB (cf. Assumption 3.1(ii)) and the
stocks are purchased by the limit order strategy LB at price pB (see the first indicator function

in the definition of LB). If TS = Tµ ≤ TB2 and ST ∗− = pB, then by Assumption 3.1(i) and
Assumption 3.1(iv) we have that Yi < pB and the stocks are purchased by LB at price pB (see

the second indicator function in the definition of LB). If Tµ < TS , we have by Assumption 3.9
that ST ∗− > pB and with Yi ≤ pB the stocks are again purchased by LB considering the first
indicator function in its definition.

To obtain the embedding (3.6) we separate the execution of the limit buy order triggered by
S hitting the limit price pB at no jump time from all other possible executions of the limit buy
order (including the case that S jumps into [0, pB]) and treat this “continuous execution” by
market buy orders at the same price instead of limit orders, whereas all the other executions of
limit buy orders are modeled by LB and µ. The intuition behind this is that a limit buy order
which is triggered by S hitting pB at no jump time is superfluous. The asset can be purchased
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instead by a market order placed at the hitting time paying also the best-ask price. By this
consideration, we gain much in tractability as we do not have to deal with the “continuous
executions” of the limit orders.

In the case that S is continuous, the hitting time TS of [0, pB] is a predictable stopping
time, i.e. it possesses a sequence of announcing stopping times (cf. e.g. page 103 of [17]) and
the conditional probability of an execution of a limit buy order tends to 1 while the limit price
is approached by S. But, in spite of the partial replacement by market orders, limit orders
are even for continuous S not superfluous as they can e.g. be executed according to µ3 + µ4

given in Example 3.8. On the other hand, in models with a finite price grid (as introduced in
Subsection 3.5) S becomes a finite variation pure jump process. Then, already on the level of

real-world strategies “continuous execution” cannot happen as TS < Tµ does not occur (cf.
Assumption 3.1(ii)), i.e. the market order part from (3.6) disappears.

Remark 3.11. In the model of Smid [21] a limit buy order is only executed if the best-ask
process S hits or jumps below the order’s limit price pB. If market orders can be submitted all
the time, Smid proves that any wealth process from a strategy containing limit orders can be
dominated by a wealth process generated solely by market orders (see Proposition 1 in [21]).
Proposition 3.10 and our approach are in the same vein (if S possesses downward jumps, there
is the difference that limit orders cannot be replaced by market orders alone, but other limit
orders are needed as we want to obtain the same portfolio process and not just a larger one). If
market orders can only be submitted at a discrete time grid, a situation that is not considered
here, Smid shows that it is nevertheless necessary to use also limit orders in his model to obtain
optimal portfolios, but in a numerical analysis the benefit from their usage turns out to be small
(see [20]).

However, our framework allows for further execution events. E.g., the limit buy order with
price pB can be executed by a market sell order and afterwards we still have S > pB. In the
articles by Guilbaud and Pham [9] and Kühn and Stroh [12], limit buy order executions are
mainly at prices below S, cf. also the executions by µ2, µ3, and µ4 in Example 3.8. These
executions make limit orders worthwhile and compensate certain risks. Buy orders with limit
prices below the best-ask are of course not affected at all by the replacement by market orders
in Proposition 3.10 as these order strategies satisfy LB = 0 on [S−,∞). Even if S and S are
continuous processes these limit orders can be executed by µ3 and µ4 from Example 3.8.

The analysis of real-world limit sell orders is completely analogous and thus omitted. Due to
the observation made in Proposition 3.10, the real-world limit buy order L̂B can be identified
with the strategy S from (3.6). This leads to the following definition.

Definition 3.12 (Real-world strategies). A trading strategy S is called a real-world buying strat-
egy if it can be written as finite linear combination of (MB, 0, LB, 0), where the pair (MB, LB) is
defined in (3.6), and (MB, 0, 0, 0), where MB = θ11]]T1,T2]]+θ

21[[T3]], where T1, T2 are [0, T ]-valued
stopping times, T3 is a [0, T ]-valued predictable stopping time, and θ1 ∈ L0

+(FT1), θ2 ∈ L0
+(FT3).

A real-world selling strategy is defined correspondingly. A trading strategy S is called a real-world
strategy if it can be written as the sum of a real-world buying strategy and a real-world selling
strategy.

For F ⊗ B([0, T ])-measurable real-valued processes X and Y let

dup(X,Y ) := E

(
1 ∧ sup

t∈[0,T ]
|Xt − Yt|

)
.

dup metrizes the convergence “uniformly in probability” (up-convergence), cf. e.g. Protter [17].
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Theorem 3.13 (Approximation by real-world strategies). For any trading strategy S =
(MB,MS , LB, LS) and any ε > 0 there exists a real-world strategy Sε s.t.

dup(ϕ0(Sε), ϕ0(S)) < ε and dup(ϕ1(Sε), ϕ1(S)) < ε.

Put differently, the portfolio processes that can be generated by real-world strategies are dense
w.r.t. the convergence “uniformly in probability” in the set of all portfolio processes.

Theorem 3.13 tells us that we can approximate the portfolio process resulting from strategies
with possibly infinitely many limit prices and continuously varying order sizes by placing only
finitely many orders. This is of the same flavor as the fact that (under certain assumptions) the
stochastic integral of a predictable process can be approximated by the stochastic integrals of
simple predictable processes.

3.3 Closedness of the strategy set

The possibility of approximating the portfolio processes in our model with real-world strategies
alone would not make the model particularly useful, if the strategy set would not be closed in
some sense. To proceed towards the closedness result, let us first recall the concept of a strictly
consistent price process.

Definition 3.14. An adapted (0,∞)-valued process S̃ = (S̃t)t∈[0,T ] is called a strictly consistent

price process for the risky asset if there exists a probability measure P̃ ∼ P s.t. S̃ is a càdlàg
P̃ -martingale with

S̃t ∈ (St, St), ∀t ∈ [0, T ] and S̃t− ∈ (St−, St−), ∀t ∈ (0, T ], P -a.s.

The existence of S̃ is equivalent to the existence of a strictly consistent price process in the
sense of Definition 2.3 in Campi and Schachermayer [3].

Definition 3.15. Define the following sets of stochastic processes

P1 := {X is a [0,∞]-valued predictable process with P (Xτi ≤ Yi) = 1 ∀i ∈ N}
P2 := {X is a [0,∞]-valued predictable process with P (Xσi ≥ Zi) = 1 ∀i ∈ N}

where (τi, Yi)i∈N and (σi, Zi)i∈N are the representations of µ resp. ν from Remark 3.7. Let X
be the essential supremum of the functions in P1 taken w.r.t. the predictable σ-algebra on Ω ×
[0, T ] and the measure M̂µ from Definition 2.3. Accordingly, let X be the essential infimum of

the functions in P2 taken w.r.t. the predictable σ-algebra and the measure M̂ν defined as in
Definition 2.3.

Assumption 3.16.

P (Xτi = Yi) = 0 and P (Xσi = Zi) = 0 ∀i ∈ N.

X resp. X can be interpreted as the highest (resp. smallest) predictable limit price below
(above) which a limit buy (resp. sell) order is not executed for sure. Assumption 3.16 says that
at these boundary limit prices an execution is also not possible. It is needed for the following
closedness result, cf. also Example 3.18.
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Theorem 3.17 (Closedness of the strategy set). Let Assumption 3.16 be satisfied and suppose
that there exists a strictly consistent price process for the risky asset in the sense of Defini-
tion 3.14. In addition, assume that S and S are semimartingales and P (inft∈[0,T ] St > 0) = 1.
Let (Sn)n∈N be an admissible sequence of trading strategies with the same threshold level a
and the same initial capital (η0, η1) for all n. If the sequence of associated portfolio processes(
(ϕ0(Sn), ϕ1(Sn))

)
n∈N is a Cauchy sequence w.r.t. the convergence “uniformly in probability”,

then there exists an admissible trading strategy S with threshold level a and initial capital (η0, η1)
s.t.

(
(ϕ0(Sn), ϕ1(Sn))

)
n∈N converges uniformly in probability to the associated portfolio process

(ϕ0(S), ϕ1(S)) of S.

The following example shows that the assertion of Theorem 3.17 would not hold without
Assumption 3.16.

Example 3.18. Let S = 100 and S = 101. Furthermore let t0 ∈ (0, T ) and let X be a random
variable with distribution 0.5δ100 + 0.5λ[100, 101], where δ denotes a Dirac measure and λ de-
notes a uniform distribution. Consider the usual augmentation of the filtration generated by the
stochastic process X1[t0,T ]. Define µω := δ(t0,X(ω)) and ν := 0, i.e. at time t0 limit buy orders
with a limit price of X or higher are executed, whereas no limit sell orders are executed at all.
Now consider the sequence of strategies (MB,n,MS,n, LB,n, LS,n)n∈N with LS,n = 0, MB,n = 0,

LB,n(ω, t, x) :=


n if x ≤ 100 + e−n,

− ln(x− 100) if 100 + e−n < x < 101,

0 if x ≥ 101,

∀(ω, t) ∈ Ω× [0, T ], n ∈ N,

and MS,n
t := n1{X=100}1(t0,T ](t). Thus the n-th strategy consists in buying LB,n(ω, t,X(ω))

shares via limit order and selling the same amount via market order iff X(ω) = 100. The only
time of interest is of course the instant from t0 to t0+. We obtain

∆+ϕ1,n
t0

= n1{100<X≤100+e−n} − ln(X − 100)1{X>100+e−n},

∆+ϕ0,n
t0

=

∫ 101

X
yLB,n(t, dy) + 100n1{X=100}

=

∫ 101

X∨(100+e−n)

(
−y

y − 100

)
dy + 100n1{X=100}

= [−x− 100 ln(x− 100)]101
X∨(100+e−n) + 100n1{X=100}

= (−1 + e−n)1{X=100} + (−1 + e−n − 100n)1{100<X≤100+e−n}

+(−101 +X + 100 ln(X − 100))1{X>100+e−n}.

If the initial positions are (η0,n, η1,n) = (0, 0), we obtain that stock positions are nonnegative and
ϕ0,n +ϕ1,nS ≥ −1 for all n ∈ N. Thus (ϕ0,n, ϕ1,n)n∈N are admissible portfolio processes with the
joint threshold −1. In addition they converge uniformly in probability to

(ψ0, ψ1) =
(
(−1, 0)1{X=100} + (X − 101 + 100 ln(X − 100),− ln(X − 100))1{X>100}

)
1(t0,T ]

(note, however, that the convergence is not uniform in a neighborhood of X = 100). Let us show
that there exists no trading strategy S = (MB,MS , LB, LS) s.t.

(
ϕ0(S), ϕ1(S)

)
= (ψ0, ψ1) up

to evanescence. As LB has to be predictable, LB(t0, x) has to be chosen regardless of the outcome
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of X. Thus, to buy the correct amount of shares at the right prices, on {X > 100} market orders
cannot be used and we must have LB(t0, x) = − ln(x − 100) for all x ∈ (100, 101) up to a P -
null set which does not depend on x by the required monotonicity. Again, by the monotonicity
requirement, this implies that P (LB(t0, 100) = ∞) = 1. But, as P (X = 100) > 0, this violates
the µ-integrability of LB. Such a limit buy order strategy, possibly combined with ∆+MS

t0 = ∞
on {X = 100}, would not lead to a well-defined portfolio process.

The following example shows that we have to allow for double jumps of LB and LS in the
price variable in order to obtain closedness.

Example 3.19. [The need for double jumps of x 7→ LB(t, x)] Let µ = δ(1,Y1) with P (Y1 ∈ A) =
1
21(1∈A)+

1
2λ(A∩(0, 1)) for all A ∈ B(R+), where λ is the Lebesgue-measure. As µ(ω, {t}×{x}) =

1 means that all limit buy orders with limit price smaller or equal x are executed, an elementary
limit buy order strategy with limit price pB, entering in Definition 3.5 for the portfolio process,
is represented by LB = 1[0,pB ] (and not by 1[0,pB)), i.e. by a function that is left-continuous in the

price variable. Now consider the sequence of elementary strategies LB,n = 1[0,1−1/n], n ∈ N. The
corresponding portfolio processes converge in up to ϕ0

t = −1{t>1}1{Y1<1} and ϕ1
t = 1{t>1}1{Y1<1}.

As P (Y1 = 1) > 0, in Definition 3.5 (ϕ0, ϕ1) can only be generated by the right-continuous
function L̃B = 1[0,1). L̃

B is a (non-elementary) limit order that pays the limit price 1, but in
contrast to 1[0,1] it is only buying if the execution boundary falls strictly below 1. Thus, in order
to obtain a closed set of portfolio processes, limit order strategies should not be restricted from
the first to left- or right-continuous functions.

3.4 Arbitrage theory

Definition 3.20. A limit order market model satisfies the condition of no free lunch with vanish-
ing risk (NFLVR) if there does not exist a pair consisting of a nonnegative random variable f with
P (f > 0) > 0 and a sequence of admissible strategies (Sn)n∈N (with some thresholds an > 0) s.t.
the associated portfolio processes given in Definition 3.5 satisfy ϕ0

0(Sn) = ϕ1
0(Sn) = ϕ1

T (Sn) = 0
and P (f ≤ ϕ0

T (Sn) + 1/n) = 1 for all n ∈ N.

(The definition makes sense if all stock positions are liquidated at T− which is of course
no restriction as T can be arbitrarily chosen. We follow here [3] to avoid special notations for
trading at T , see Assumption 2.2 and Remark 4.2 therein)

Definition 3.21. An adapted [0,∞)-valued process S̃ = (S̃t)t∈[0,T ] is called a shadow price

process of the risky asset if there exists a probability measure P̃ ∼ P s.t. S̃ is a càdlàg P̃ -
martingale with

S ≤ S̃ ≤ S, S̃τi ≤ Yi, and S̃σi ≥ Zi, ∀i ∈ N, (3.7)

where (τi, Yi)i∈N and (σi, Zi)i∈N are introduced in Remark 3.7.

Any shadow price process is a consistent price process (cf. Definition 3.14 for its “strict
version”), but not vice versa. Namely, not only trading with market orders but also trading
with limit orders is at least as favorable as trading in the fictitious frictionless market with price
process S̃. Condition (3.7) can be seen as a generalization of condition (2.5) in [12], for the
connection between the models see Example 6.2.

Theorem 3.22. If there exists a shadow price process in the sense of Definition 3.21, then the
limit order market model satisfies NFLVR.
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Proof. Let S be an admissible strategy with threshold a > 0 satisfying ϕ0
0 = ϕ1

0 = 0. Consider

the corresponding wealth process if stock positions are evaluated at the shadow price, i.e. Ṽ :=
ϕ0 + ϕ1S̃. By Definition 3.5 and Lemma 8.2 in Muhle-Karbe [14] we obtain

Ṽ = ϕ1 • S̃ + ϕ0 + (S̃−, S̃) • ϕ1

= ϕ1 • S̃ − (S− − S̃−, S − S̃) •MB − (S̃− − S−, S̃ − S) •MS

+

∫
[0,·)×R+

∫ Ss−

x
(y − S̃s)LB(s, dy)µ(ds, dx) +

∫
[0,·)×R+

∫ x

Ss−

(y − S̃s)LS(s, dy)ν(ds, dx).

The admissibility of S with threshold a > 0 and S ≤ S̃ ≤ S imply that Ṽ ≥ −a(1 + S̃). By
(3.7), Ṽ − ϕ1 • S̃ is a nonincreasing process starting in zero. Putting together, we obtain that
ϕ1 • S̃ ≥ −a(1+S̃) which implies that ϕ1 • S̃ is a P̃ -local martingale (and not only a σ-martingale
under P̃ ). Therefore, the nonincreasing process Ṽ −ϕ1 • S̃ is bounded from below by the P̃ -local
martingale −a(1 + S̃) − ϕ1 • S̃. This implies that Ṽ − ϕ1 • S̃ is a P̃ -local supermartingale.
Consequently, Ṽ is a P̃ -local supermartingale, bounded from below by a P̃ -martingale and thus
it is a P̃ -supermartingale with E

P̃
(ṼT ) ≤ 0. If ϕ1

T = 0, we have E
P̃

(ϕ0
T ) ≤ 0. As this holds for

any S and we assume P̃ ∼ P the model satisfies NFLVR.

The converse does not hold in general. This is shown by the following simple two-period
example (which is not based on the way of extending elementary strategies). The example shows
that for a limit order market model satisfying NFLVR there need not exist a corresponding
frictionless market that is at least as favorable and that is also arbitrage-free.

Example 3.23. Let T = 3, ν = 0 and µ = δ(1,Y1), where Y1 is uniformly distributed on
(0, 1). Let X be independent of Y1 with P (X = 0) = P (X = 1) = 1/2. Define S0 = S1 = 0,
S2 = S3 = Y1 + X, S0 = S1 = 2, S2 = S3 = Y1 + X, F0 = {∅,Ω}, F1 = σ(Y1), and
F2 = F3 = σ(Y1, X).

This means that limit sell orders are never executed and limit buy orders are executed at
time 1 iff the deterministic limit price is greater or equal to Y1. The investor can resell the stock
position at time 2 by a market sell order at price Y1 + X (see the remark after Definition 3.20
why we choose T = 3 and not T = 2 for this actual two-period example).

If the investor buys the asset at time 1, he makes almost surely a loss on the event {X = 0}.
This follows from the fact that with probability 1 only limit buy orders with limit price strictly
above Y1 are executed. This already shows no-arbitrage. Let us prove that the limit order market
even satisfies NFLVR.

Let (Sn)n∈N be a sequence of strategies with ϕ0
0(Sn) = ϕ1

0(Sn) = ϕ1
3(Sn) = 0. We only

need to consider the deterministic nonincreasing functions LB,n(1, ·) that model the purchases
by limit orders at time 1. Then, the stock position is liquidated at time 2 at price Y1 + X.
Now, assume that ϕ0

3(Sn) ≥ −1/n. This implies that
∫∞

0 yLB,n(1, dy) dy ≥ −1/n. Namely,
Y1 can fall arbitrage close to 0 on the event {X = 0}. Then, a stock purchased at the limit
price y can only be resold at a price close to 0. But, with integration by parts, we have that∫∞

0 yLB,n(1, dy) = −
∫∞

0 LB,n(y) dy and
∫ 1

0 L
B,n(y) dy is the expected amount of purchased

stocks. Thus EP (ϕ0
3(Sn)) tends to 0 for n→∞. This implies NFLVR.

On the other hand, by (3.7), for any shadow price process S̃ we must have that S̃2 − S̃1 ≥
(Y1 + X) − Y1 = X which is a contradiction to the martingale property under an equivalent
measure P̃ . Thus, a shadow price cannot exist.

Remark 3.24. To the best of our knowledge, there does not exist a counterexample of this
kind for models with proportional transaction costs in the literature. In Section 3 of Schacher-
mayer [19] there is given an example of an arbitrage-free model that does not possess a consistent
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price system, but the example is based on the existence of a “free lunch”, a (uniformly bounded)
sequence of terminal wealths approximating in probability an arbitrage. Even such a sequence can-
not exist in Example 3.23 as to approximate a gain there has to be an ε > 0 s.t. LB,n(1, ε) ≥ ε
for infinitely many n ∈ N which is on the over hand a contradiction to the condition that the
limiting random variable should be nonnegative.

To find handy additional assumptions for limit order market models under which the converse
of Theorem 3.22 can be proven goes beyond the scope of this article and is thus left to future
research.

3.5 A finite tick size

At the high-frequency level a finite tick size δ > 0, leading to a price grid {0, δ, 2δ, . . .}, becomes
an important issue, see the model and the discussion in Guilbaud and Pham [9]. In this case µ
and ν satisfy

µ(ω, [0, T ]× (R+ \ {0, δ, 2δ, . . .})) = ν(ω, [0, T ]× (R+ \ {0, δ, 2δ, . . .})) = 0 (3.8)

for all ω ∈ Ω, i.e. their state space is actually discrete. It can also be assumed that S and S are
{0, δ, 2δ, . . .}-valued. Denote by Tδ the subset of trading strategies from Definition 3.4 for which
x 7→ LB(ω, t, x) (resp. x 7→ LS(ω, t, x)) is left-continuous (resp. right-continuous) and constant
between grid points 0, δ, 2δ, . . ..

Theorem 3.25. (i) For a strategy from Tδ the approximating real-world strategies in Theo-
rem 3.13 can be chosen to contain only {0, δ, 2δ, . . .}-valued limit prices.

(ii) Assume that (3.8), all assumptions of Theorem 3.17 except for Assumption 3.16, and

Fτi = σ(Fτi−, Yi) and Fσi = σ(Fσi−, Zi), ∀i ∈ N, (3.9)

hold. Then, the set of portfolio processes generated by strategies from Tδ is closed in the same
sense as in Theorem 3.17.

Note that (3.9) is e.g. satisfied if Ft∈[0,T ] is generated by the marked point processes

(τi, Yi)i∈N, (σi, Zi)i∈N from Remark 3.7 and by (S, S), whose possible jumps at τi and σi depend
only on Yτi resp. Zσi , and the execution times of limit buy and sell orders do not coincide. Thus
it is satisfied in the model of Guilbaud and Pham [9].

The proof of Theorem 3.25 can be found at the end of Section 5. After the proof of Theo-
rem 3.17 it only remains to show that in a discrete state space Assumption 3.16 is not needed
for Lemma 5.2 (i.e. the unpleasant effect from Example 3.18 cannot occur).

4 Proof of Theorem 3.13: Approximation by real-world strate-
gies

Let S = (MB,MS , LB, LS). By linearity of (ϕ0(S), ϕ1(S)) in S, it is sufficient to approximate
(MB, 0, 0, 0), (0,MS , 0, 0), (0, 0, LB, 0), and (0, 0, 0, LS) separately. The assertion for (MB, 0, 0, 0)
and (0,MS , 0, 0) holds by Guasoni, Lépinette, and Rásonyi [8]. See their Theorem A.10 and
note that for denseness w.r.t. dup it is not necessary that S and S are locally bounded, but it
is sufficient that they are prelocally bounded (a property that any càdlàg process satisfies). It
remains to prove the assertion for (0, 0, LB, 0). The proof for (0, 0, 0, LS) is analog.

Let us firstly give a short outline of the proof. We take a limit buy order strategy LB ∈ LB
and cut its support off at a simple predictable price process bounded away from [S−,∞) (see
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Lδ and Lemma 4.3). For Lδ the disturbing “continuous execution” triggered by TS from (3.4)
is excluded. Then, we discretize Lδ in the price variable x for fixed (ω, t) which leads to Lδ,m

(see Figure 1 and Lemma 4.5). Lemma 4.6 and Lemma 4.7 show that the convergence of the
limit buy order strategy implies the convergence of the number of purchased assets and the
corresponding costs. Finally, by standard monotone class arguments, we can discretize time (see
Theorem 4.8).

Definition 4.1. Denote by (xk)k∈N a sequence running through Q+. We define the σ-finite

measure M̃µ on Õ by

M̃µ(A) := Mµ(A) + M̂µ ⊗
∞∑
k=1

2−kδxk (A ∩ supergraph(X)) , ∀A ∈ Õ.

Note that Mµ is a σ-finite measure on Õ by Definition 2.2(iii). The σ-finiteness of M̂µ on Õ
follows from the representation of µ in Remark 3.7.

In the following for any δ > 0 denote by S
δ

the canonical simple predictable process con-
structed on page 57 in Protter [17] with

P ( sup
t∈[0,T ]

|Sδt − St−| > δ) < δ.

Denote by τ δ the first time that S
δ

departs farther than δ from S−, i.e.

τ δ := inf{t > 0 | |Sδt − St−| > δ}, (4.10)

and note that at time τ δ the processes are still not more than δ apart as they are both left-
continuous.

Definition 4.2 (δ-cut off). For any δ > 0 and LB ∈ LB let us denote by Lδ the function defined
by

Lδ(ω, t, x) := LB(ω, t, x)1{x≤Sδt (ω)−3δ}1[[0,τδ∧T ]](ω, t).

Lemma 4.3. For any δ > 0, we have that Lδ ∈ LB. Furthermore, there exists a se-
quence (δi)i∈N ⊂ R+ \ {0} with δi → 0 for i→∞ s.t. (Lδi)i∈N converges M̃µ-a.e. to L.

Proof. As S
δ

and 1[[0,τδ]] are predictable, we have that Lδ is P̃-measurable. Integrability follows

immediately from Lδ ≤ LB and the other requirements for Lδ being in LB are also obviously
satisfied.

Put δi := 2−i. By the lemma of Borel-Cantelli the events {supt∈[0,T ] |S
2−i

t −St−| > 2−i}, i =
1, 2, . . . occur only finitely often on a set N c with P (N c) = 1. Thus, for any ω ∈ N c there

exists an i0(ω) s.t. |S2−i

t (ω)− St−(ω)| ≤ 2−i for all i ≥ i0(ω), t ∈ [0, T ] and thus τ2−i(ω) = ∞.
Consequently, for all ω ∈ N c, t ∈ [0, T ], and x < St−(ω) we have that

1
{x≤S2−i

t (ω)−3·2−i}
1

[[0,τ2−i∧T ]]
(ω, t) = 1 and thus L2−i(ω, t, x) = LB(ω, t, x)

for i ≥ i0(ω) ∨
(
1− log2((St−(ω)− x)/4)

)
. For ω ∈ N c, t ∈ [0, T ], and x ≥ St−(ω) we obtain

1
{x≤S2−i

t (ω)−3·2−i}
= 0 for i ≥ i0(ω).

By assumption LB ∈ LB and thus LB(ω, t, x) = 0 if x ≥ St−(ω). Therefore, L2−i converges to

LB pointwise on N c × [0, T ]× R+ and thus M̃µ-a.e.
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We proceed by discretizing Lδ in the price variable. Fix any m ∈ N and divide (0,m] into
dyadic intervals ((l − 1)2−m, l2−m] for l = 1, . . . ,m2m. Now we want to approximate x 7→
Lδ(ω, t, x) by a left-continuous step function Lδ,m, which is constant between two points of the
dyadic grid. For each interval we check if there exists a point x in this interval s.t. Lδ(ω, t, x−) >
Lδ(ω, t, x+). If this is the case, we fix the price x∗l,m(ω, t) for which this “jump” is the largest

and let our function take the value of Lδ(ω, t, x∗l,m(ω, t)) for the whole interval. When the largest
jump is attained at different prices (which can only be finitely many), we take the smallest of
these prices. If there is no “jump”, we just set x∗l,m(ω, t) = (l − 1)2−m, i.e. for the interval we

take the value of Lδ at the left boundary. It is advisable to have a look at Figure 1 to grasp
the basic idea of the definitions below, which are, however, complicated by technical problems.
Especially, the formal definition has to ensure that Lδ,m(ω, t, x) is only infinite if Lδ(ω, t, x) is
infinite.

Amount

Price

general strategy

price discretization

Figure 1: Illustration how Lδ is approximated by Lδ,m.

For any δ > 0, m ∈ N, and l ∈ {1, . . . ,m2m} we define

x∗l,m(ω, t) :=



min
{

argmaxx∈((l−1)2−m,l2−m]

(
Lδ(ω, t, x−)− Lδ(ω, t, x+)

)}
if Lδ(ω, t, (l − 1)2−m) <∞ and supx

(
Lδ(ω, t, x−)− Lδ(ω, t, x+)

)
> 0,

(l − 1)2−m

if Lδ(ω, t, (l − 1)2−m) <∞ and supx
(
Lδ(ω, t, x−)− Lδ(ω, t, x+)

)
= 0,

inf{x ∈ R+ | Lδ(ω, t, x) <∞}
if Lδ(ω, t, (l − 1)2−m) =∞ and Lδ(ω, t, l2−m) <∞,

(l − 1)2−m

if Lδ(ω, t, (l − 1)2−m) =∞ and Lδ(ω, t, l2−m) =∞.
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Definition 4.4 (1/m-price discretization). Let δ > 0 and m ∈ N. For any l ∈ {1, . . . ,m2m} we
define

Lδ,m(ω, t, x) :=
m2m∑
l=1

θδ,l,mt (ω)1{(l−1)2−m<x≤l2−m} + Lδ(ω, t, 0)1{x=0},

where

θδ,l,mt (ω) :=

{
Lδ(ω, t, x∗l,m(ω, t)), if Lδ(ω, t, x∗l,m(ω, t)) <∞,
Lδ(ω, t, l2−m), otherwise.

Lemma 4.5. For any δ > 0 and m ≥ [− log2(δ)] + 1 =: m0, where [x] := max{k ∈
N0 | k ≤ x}, we have that Lδ,m ∈ LB. Furthermore supm∈{m0,m0+1,...} L

δ,m is µ-integrable and

(Lδ,m)m∈{m0,m0+1,...} converges to Lδ M̃µ-a.e.

Proof. Step 1: By Lemma 4.3, Lδ is P ⊗B(R+)-measurable. In addition, we observe that for all
l = 1, . . . ,m2m the process (ω, t) 7→ x∗l,m(ω, t) is predictable. This is the case because the location

of the largest jump Lδ(ω, t, x−)−Lδ(ω, t, x+) for x ∈ ((l−1)2m, l2m] can be expressed by suprema
and pointwise limits of distances between elements of {(ω, t) 7→ Lδ(ω, t, q) | q ∈ Q+} (the detailed
proof which makes use of the monotonicity of x 7→ Lδ(ω, t, x) is straightforward but somewhat
tedious and left to the reader). Consequently, (ω, t) 7→ Lδ(ω, t, x∗l,m(ω, t)) is a composition of

the P/(P ⊗B(R+))-measurable function (ω, t) 7→ (ω, t, x∗l,m(ω, t)) and the (P ⊗B(R+))/B(R+)-

measurable function (ω, t, x) 7→ Lδ(ω, t, x) and thus P/B(R+)-measurable, i.e. predictable.
The monotonicity of Lδ,m follows immediately from the monotonicity of x 7→ Lδ(ω, t, x).

Moreover, by construction of Lδ,m, the largest x for which Lδ,m(ω, t, x) > 0 holds, can only
exceed the largest x for which Lδ(ω, t, x) > 0 holds by at most 2−m. Thus, we have that

Lδ,m = 0 on {(ω, t, x) ∈ Ω× [0, T ]× R+ | x > St−(ω)− δ} ∀m ≥ m0. (4.11)

Consequently, part (ii) of Definition 3.3 is satisfied.
Step 2: Let us now show that supm∈{m0,m0+1,...} L

δ,m is µ-integrable. Let (ω, t, x) ∈ Ω ×
[0, T ]× R+ s.t. Lδ(ω, t, x) <∞.

Case 1: Lδ(x, t, x−) < ∞, i.e. there exists ε > 0 s.t. Lδ(x, t, x − ε) < ∞. We have that
x∗lm,m(ω, t) ≥ x − ε for all m up to finitely many, where lm = lm(x) satisfy (lm − 1)2−m < x ≤
lm2−m. In addition, we have that Lδ,m(ω, t, x) <∞ for any m ∈ N.

Case 2: Lδ(x, t, x−) =∞. Then, x∗lm,m(ω, t) = x for all m ∈ N.
Thus, in both cases we arrive at

sup
m∈{m0,m0+1,...}

Lδ,m(ω, t, x) <∞. (4.12)

Together this implies that (4.12) holds Mµ-a.e. as {Lδ = ∞} is a Mµ-null set. In addition, we
have that µ(ω, [0, T ]× (St−(ω)−δ,∞)) <∞ (Assumption 3.1(iii) combined with the fact that S
is càdlàg). Due to (4.11), this already implies that supm∈{m0,m0+1,...} L

δ,m <∞ is µ-integrable.

Step 3: Let us now deal with the convergence part of the lemma. Fix a (ω, t, x) ∈ Ω̃ with
Lδ(ω, t, x) <∞.

Case 1: Lδ(ω, t, x−) = Lδ(ω, t, x+) <∞.
For any ε > 0 there exists a constant cε(ω, t, x) > 0 s.t. for all y ∈ (x − cε, x + cε) it holds

that |Lδ(ω, t, y) − Lδ(ω, t, x)| < ε. Thus, for all m large enough s.t. ((lm − 1)2−m, lm2−m] ⊂
(x− cε, x+ cε) we have that |Lδ,m(ω, t, x)− Lδ(ω, t, x)| < ε.

Case 2: Lδ(ω, t, x−) > Lδ(ω, t, x+).
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Clearly, this implies x∗lm,m(ω, t) = x for all m large enough, thus Lδ(ω, t, x) = Lδ,m(ω, t, x)
holds for all m large enough.

The case differentiation above yields the convergence for all (ω, t, x) ∈ Ω̃ s.t. Lδ(ω, t, x) <∞.

It remains to show that {(ω, t, x) ∈ Ω̃ | Lδ(ω, t, x) =∞} is a M̃µ-null set. It is clear that the set
is a Mµ-null set as Lδ is µ-integrable. However, we still have to verify that for all q ∈ Q+(

M̂µ ⊗ δq
)(
{Lδ =∞} ∩ supergraph(X)

)
= 0,

i.e. M̂µ(Aq) = 0, where Aq := {(ω, t) ∈ Ω× [0, T ] | X(ω, t) < q and Lδ(ω, t, q) =∞}.
Assume that M̂µ(Aq) > 0. Then the predictable process X̃t(ω) := q1Aq(ω, t)+Xt(ω)1Acq(ω, t)

is not another version (besides X) of the essential supremum introduced in Definition 3.15.
Consequently, there exists an i ∈ N with

P ({ω ∈ Ω | Yi(ω) < q and (ω, τi(ω)) ∈ Aq}) = P
(
Yi < X̃τi

)
> 0,

which would imply by the monotonicity of y 7→ Lδ(ω, t, y) that P ({ω ∈ Ω | Lδ(ω, τi(ω), Yi(ω)) =
∞}) > 0. But, this is a contradiction to the µ-integrability of Lδ.

Lemma 4.6. Let (Hn)n∈N be a sequence of R-valued and F̃-measurable functions that converges
Mµ-a.e. to an R-valued and F̃-measurable function H. Suppose there exists an R-valued and F̃-
measurable function K, which is µ-integrable and dominates (Hn)n∈N, i.e. |Hn| ≤ K Mµ-a.e.
for all n ∈ N. Then (Hn)n∈N and H are µ-integrable and (

∫
[0,·)×R+

Hndµ)n∈N converges to∫
[0,·)×R+

Hdµ uniformly in probability.

Proof. Let N ∈ F̃ with Mµ(N) = 0 and Hn → H, |Hn| ≤ K on N c. By Fubini’s theorem for
transition kernels we obtain that µ(ω,Nω) = 0 for P -a.a. ω ∈ Ω. By dominated convergence we
obtain that ∫

[0,T ]×R+

|Hn(ω, s, x)−H(ω, s, x)|µ(ω, ds, dx)→ 0, n→∞,

for all ω ∈ Ω with µ(ω,Nω) = 0 and
∫
Kdµ(ω, ·) < ∞. As K is assumed to be µ-integrable,

we have that P (
∫
Kdµ < ∞) = 1 and thus (

∫
[0,·)×R+

Hndµ)n∈N converges to
∫

[0,·)×R+
Hdµ

uniformly in probability.

Lemma 4.7. Let (LB,n)n∈N and LB be in LB. Furthermore, assume that (LB,n)n∈N converges

M̃µ-a.e. towards LB and that supn∈N L
B,n is µ-integrable. Then for n→∞∫

[0,·)×R+

∫ ∞
x

yLB,n(s, dy)µ(ds, dx)→
∫

[0,·)×R+

∫ ∞
x

yLB(s, dy)µ(ds, dx),

uniformly in probability.
Similarly, let (LS,n)n∈N and LS be in LS. Furthermore assume that (LS,n)n∈N converges

M̃ν-a.e. towards LS and that supn∈N L
S,n is ν-integrable. Then for n→∞∫

[0,·)×R+

∫ x

0
yLS,n(s, dy)ν(ds, dx)→

∫
[0,·)×R+

∫ x

0
yLS(s, dy)ν(ds, dx),

uniformly in probability.
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Note that the convergence has to hold M̃µ-a.e., it is not sufficient to assume convergence
only Mµ-a.e..

Proof. We only prove the first part of the lemma, because the proof of the second part is
completely analog. Let Ñ be a M̃µ-null set s.t. (LB,n)n∈N converges pointwise towards LB on

Ñ c.
Step 1: Let us show that

Hn(ω, t, x) :=

∫ ∞
x

yLB,n(ω, t, dy) =

∫ St−(ω)

x
yLB,n(ω, t, dy)

converges pointwise to

H(ω, t, x) :=

∫ ∞
x

yLB(ω, t, dy) =

∫ St−(ω)

x
yLB(ω, t, dy)

for all (ω, t, x) ∈ N c, where

N := Ñ ∪ subgraph(X) ∪
⋃
q∈Q+

{(ω, t, x) ∈ Ω̃ | (ω, t, q) ∈ Ñ ∩ supergraph(X)} ∪ {LB =∞}.

Fix any (ω, t, x) ∈ N c. For any ε > 0 choose K ∈ N and y1 < . . . < yK in Q+ s.t. x =: y0 < y1,
yK ≥ St−(ω) and yi − yi−1 < ε for all i ∈ {1, . . . ,K}. As (ω, t, x) 6∈ subgraph(X), and yi > x
for i ≥ 1, we have that (ω, t, yi) ∈ supergraph(X) for i ≥ 1. Thus, we have that LB,n(ω, t, yi)→
LB(ω, t, yi) for n→∞. For any strategy L̃B we have that

K∑
i=1

yi−1

(
L̃B(ω, t, yi)− L̃B(ω, t, yi−1)

)
≥

∫ St−(ω)

x
yL̃B(ω, t, dy)

=

∫ yK

y0

yL̃B(ω, t, dy)

≥
K∑
i=1

yi

(
L̃B(ω, t, yi)− L̃B(ω, t, yi−1)

)
(Note that y 7→ L̃B(ω, t, y) is nonincreasing). By LB,n(ω, t, yi)→ LB(ω, t, yi) for all i = 0, . . . ,K
as n→∞ this implies that

lim inf
n→∞

∫ St−(ω)

x
yLB,n(ω, t, dy)

≥
K∑
i=1

yi
(
LB(ω, t, yi)− LB(ω, t, yi−1)

)
≥

K∑
i=1

(yi−1 + ε)
(
LB(ω, t, yi)− LB(ω, t, yi−1)

)
≥ −εLB(ω, t, y0) +

K∑
i=1

yi−1

(
LB(ω, t, yi)− LB(ω, t, yi−1)

)
≥ −εLB(ω, t, y0) +

K∑
i=1

∫ yi

yi−1

yLB(ω, t, dy)

= −εLB(ω, t, x) +

∫ St−(ω)

x
yLB(ω, t, dy).
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Since ε can be chosen arbitrarily small and LB(ω, t, x) <∞ by construction of N , this yields

lim inf
n→∞

Hn(ω, t, x) ≥ H(ω, t, x).

Analogously, we obtain that lim supn→∞H
n(ω, t, x) ≤ H(ω, t, x) and thus

Hn(ω, t, x)→ H(ω, t, x) ∀(ω, t, x) ∈ N c.

Step 2: Let us show that Mµ(N) = 0. By M̃µ(Ñ) = 0, we have that Mµ(Ñ) = 0 and

M̂µ({(ω, t) | ∃q ∈ Q+ s.t. (ω, t, q) ∈ (Ñ ∩ supergraph(X)) = 0. In addition, we use that
Mµ(subgraph(X)) = 0 and Mµ({LB =∞}) = 0 to arrive at

Mµ(N) ≤ Mµ(Ñ) +Mµ(subgraph(X))

+ Mµ({(ω, t, x) ∈ Ω̃ | ∃q ∈ Q+ s.t. (ω, t, q) ∈ Ñ ∩ supergraph(X)}) +Mµ({LB =∞})
= 0 + 0 + 0 + 0 = 0.

Now note that Mµ-a.e. we have

0 ≥ Hn(ω, t, x) =

∫ St−(ω)

x
yLB,n(ω, t, dy) ≥ − sup

t∈[0,T ]
St−(ω) sup

n∈N
LB,n(ω, t, x),

i.e. (Hn)n∈N is dominated by supt∈[0,T ] St− supn∈N L
B,n, which is clearly µ-integrable since

supn∈N L
B,n is µ-integrable by assumption. Thus an application of Lemma 4.6 completes the

proof.

So far, we have already shown that the portfolio process of LB can be approximated by the
portfolio process of Lδ,m. Lδ,m is piecewise constant in the price variable, but not in time. In the
following theorem Lδ,m (and thus also LB) is approximated by L̂ which is piecewise constant
both in the price and the time variable.

Theorem 4.8. For any ε > 0 and any LB ∈ LB there exist Aε ∈ F , δ > 0, m ∈ N, and
nonnegative simple predictable processes ξ̂0, ξ̂1, . . . , ξ̂m2m vanishing on Ω×{0} s.t. P (Aε) ≥ 1−ε
and

ξ̂l = 0, on {(ω, t) ∈ Ω× [0, T ] | St−(ω)− δ ≤ l2−m}.

Furthermore for

L̂(ω, t, x) :=

m2m∑
l=0

ξ̂lt(ω)1{x≤l2−m}

we have that L̂ ∈ LB and for every ω ∈ Aε

sup
t∈[0,T ]

|
∫

[0,t)×R+

LB(ω, s, x)µ(ω, ds, dx)−
∫

[0,t)×R+

L̂(ω, s, x)µ(ω, ds, dx)| < ε

and

sup
t∈[0,T ]

|
∫

[0,t)×R+

∫ ∞
x

yLB(ω, s, dy)µ(ω, ds, dx)−
∫

[0,t)×R+

∫ ∞
x

yL̂(ω, s, dy)µ(ω, ds, dx)| < ε.
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Proof. Step 1: Let ε > 0. By Lemma 4.3, Lemma 4.5, Lemma 4.6, Lemma 4.7, and the fact
that the up-convergence is metrizable, it is possible to choose at first a δ > 0 small enough and
afterwards an m ∈ N large enough s.t. there exists a set U ∈ F s.t. P (U) ≥ 1 − ε

3 and for all
ω ∈ U

sup
t∈[0,T ]

∣∣∣∣∣
∫

[0,t)×R+

LB(ω, s, x)µ(ω, ds, dx)−
∫

[0,t)×R+

Lδ,m(ω, s, x)µ(ω, ds, dx)

∣∣∣∣∣ < ε

2
and (4.13)

sup
t∈[0,T ]

∣∣∣∣∣
∫

[0,t)×R+

∫ ∞
x

yLB(ω, s, dy)µ(ω, ds, dx)−
∫

[0,t)×R+

∫ ∞
x

yLδ,m(ω, s, dy)µ(ω, ds, dx)

∣∣∣∣∣ <
ε

2

holds. Furthermore, if we choose δ at least as small as ε
3 by the definition of S

δ
there exists a

set V ∈ F s.t. P (V ) ≥ 1− ε
3 and for all ω ∈ V

sup
t∈[0,T ]

|Sδt (ω)− St−(ω)| ≤ δ and τ δ(ω) =∞. (4.14)

Finally, m can be chosen large enough s.t. m > − log2(δ).
Step 2: For any δ > 0 we decompose µ into the executions triggered by the jumps of S with

sizes lying in [−δ, 0) and the rest. More precisely, let

µ = µ1,δ + µ2,δ (4.15)

with µ1,δ⊥µ2,δ and µ1,δ({t} × {x}) = 1 iff x = St and ∆St ∈ [−δ, 0). Note that by (i), (iii), and
(iv) of Assumption 3.1 and as S is càdlàg, µ2,δ is a finite random measure. By contrast, µ1,δ is
in general infinite. Orders with limit prices below S− − δ cannot be executed by µ1,δ.

Define ξlt(ω) := θδ,l,mt (ω)−θδ,l+1,m
t (ω) for all l = 1, . . . ,m2m−1, ξm2m

t (ω) := θδ,m2m,m
t (ω), and

ξ0
t (ω) := Lδ,m(ω, t, 0)− θδ,1,mt (ω), where θδ,l,m, l = 1, . . . ,m2m are introduced in Definition 4.4.

In addition define
Alt(ω) := µ2,δ(ω, [0, t]× [0, l2−m])

for l = 0, . . . ,m2m. Observe that we can use these processes to specify a representation of the
shares bought and the cash payments resulting from strategy Lδ,m by∫

[0,t)×R+

Lδ,m(s, x)µ(ds, dx) =

∫
[0,t)×R+

Lδ,m(s, x)µ2,δ(ds, dx)

=
m2m∑
l=0

ξl • Alt− and

−
∫

[0,t)×R+

∫ ∞
x

yLδ,m(s, dy)µ(ds, dx) = −
∫

[0,t)×R+

∫ ∞
x

yLδ,m(s, dy)µ2,δ(ds, dx)

=
m2m∑
l=0

l2−mξl • Alt−.

By Assumption 3.1(vi), we have that Al0 = 0. Thus different conventions for the integral w.r.t. A
at 0 do not matter. Note that we can replace µ by µ2,δ as by construction we have that Lδ,m = 0
on [S− − δ,∞). Since Lδ,m is µ-integrable, the integrability of any ξl w.r.t. Al is satisfied. As
µ2,δ(ω, ·) is a finite measure for any ω ∈ Ω, there exists a probability measure Q ∼ P s.t.

EQ

[
AlT−

]
<∞ and EQ

[∫ T−

0
ξl dAl

]
<∞.
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Then it is well-known (and provable by the monotone class theorem) that the predictable process
ξl can be approximated by a simple predictable process ξ̃l in the sense that

EQ

[∫ T−

0
|ξl − ξ̃l|dAl

]
(4.16)

gets arbitrarily small. As ξl is nonnegative, ξ̃l can be chosen to be nonnegative as well. By
Al0 = 0, ξ̃l can be chosen to vanish on Ω× {0}. Since L1(Q)-convergence implies convergence in

Q- resp. P -probability, ξ̃l can be chosen s.t. on a set U l ∈ F with P (U l) ≥ 1− ε
3(m2m+1) it holds

that ∫ T−

0
|ξl − ξ̃l|dAl < ε

2m(m2m + 1)
. (4.17)

Define the process
ξ̂l := ξ̃l1{Sδ−2δ>l2−m}1[[0,τδ]]

which is simple predictable as S
δ

and ξ̃l are simple predictable. By Al0 = 0, we can choose

ξ̃l0 = 0 and thus ξ̂l0 = 0. By construction of Lδ,m, we also have for ξl that ξl = 0 on {Sδ − 2δ <
l2−m}∪]]τ δ, T ]]. Thus, (4.17) implies∫ T−

0
|ξl − ξ̂l|dAl < ε

2m(m2m + 1)
(4.18)

on U l. In addition, we have

ξ̂l = 0 on {(ω, t) ∈ Ω× [0, T ] | St−(ω)− δ ≤ l2−m}. (4.19)

Now (4.18) clearly implies that on U l it holds that

sup
t∈[0,T ]

|ξl • Alt− − ξ̂l • Alt−| <
ε

2m(m2m + 1)
,

and because l2−m ≤ m we also have

sup
t∈[0,T ]

|l2−mξl • Alt− − l2−mξ̂l • Alt−| <
ε

2(m2m + 1)

on U l. Hence on
⋂m2m

l=0 U l we arrive at

sup
t∈[0,T ]

|
∫

[0,t)×R+

Lδ,m(ω, s, x)µ(ω, ds, dx)−
∫

[0,t)×R+

L̂(ω, s, x)µ(ω, ds, dx)| < ε

2m
and (4.20)

sup
t∈[0,T ]

|
∫

[0,t)×R+

∫ ∞
x

yLδ,m(ω, s, dy)µ(ω, ds, dx)−
∫

[0,t)×R+

∫ ∞
x

yL̂(ω, s, dy)µ(ω, ds, dx)| <
ε

2
.

Now we only have to make certain that (4.13), (4.14), (4.19), and (4.20) all hold on the same

set Aε, which is easily achieved by setting Aε := U ∩ V ∩
(⋂m2m

l=0 U l
)

.

Let ξ̂0, ξ̂1, . . . , ξ̂m2m be the nonnegative simple predictable processes vanishing on Ω × {0}
from Theorem 4.8. Note that any ξ̂l can be written as a finite sum of terms of the form
ξ̂l,i1

]]T l,i1 ,T l,i2 ]]
, where T l,i1 ≤ T l,i2 are stopping times and ξ̂l,i > 0 is F

T l,i1
-measurable. To fin-

ish the proof of Theorem 3.13 it is sufficient to show that the portfolio process of S =
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(0, 0, ξ̂l,i1
]]T l,i1 ,T l,i2 ]]

1{x≤l2−m}, 0) can be approximated uniformly in probability by portfolio pro-

cesses of real-world trading strategies. We define the sequence of stopping times

τ0 := T l,i1 , τ j := inf
{
t > τ j−1 : µ2,δ

(
{t} × [0, l2−m]

)
> 0
}
, j ∈ N,

where µ2,δ refers to the finite measure defined in (4.15). Thus, we get P (τ j ≥ T l,i2 ) ↑ 1 as j →∞.

Let ε > 0. There exists a K ∈ N s.t. P (τK ≥ T l,i2 ) ≥ 1− ε. By Theorem 4.8 we have that

]]T l,i1 , T l,i2 ]] ⊂ {(ω, t) ∈ Ω× [0, T ] | St−(ω)− δ > l2−m}. (4.21)

(4.21) implies that on {τK ≥ T l,i2 } × [0, T ]× R+ it holds that

ξ̂l,i1
]]T l,i1 ,T l,i2 ]]

1{x≤l2−m} =

K∑
j=1

ξ̂l,i1
]]τ j−1∧T l,i2 ,τ j∧T l,i2 ]]

1{x≤l2−m}

=
K∑
j=1

ξ̂l,i1
]]τ j−1∧T l,i2 ,τ j∧T l,i2 ]]

(
1{x≤l2−m,St−>l2−m} + 1{x<l2−m,St−=l2−m}

)
. (4.22)

The strategy in the second line of (4.22) is a real-world buying strategy with MB = 0 in the

sense of (3.6). Namely, T ∗ describing the execution time of the order placed at time τ j−1 ∧ T l,i2 ,

as defined in (3.4), satisfies T ∗ = τ j on {τ j ≤ T l,i2 }, again by (4.21) which makes an execution
triggered by µ1,δ impossible. With ε → 0, the strategies in (4.22) and thus their portfolio
processes coincide on a set with probability tending to one. Together with Theorem 4.8 and the
triangle inequality of dup this proves Theorem 3.13.

5 Proof of Theorem 3.17: Closedness of the strategy set

In the whole section let the assumptions of Theorem 3.17 hold and let (ϕ0,n, ϕ1,n)n∈N
with ϕ0,n := ϕ0(Sn) and ϕ1,n = ϕ1(Sn) be an up-Cauchy sequence where (Sn)n∈N =
(MB,n,MS,n, LB,n, LS,n)n∈N is an a-admissible sequence of trading strategies.

Since the space of làdlàg functions (also called regulated functions) mapping from [0, T ] to
R is complete w.r.t. the supremum norm, there exist predictable làdlàg processes ψ0 and ψ1 s.t.
(ϕ0,n)n∈N converges uniformly in probability to ψ0 and (ϕ1,n)n∈N converges uniformly in proba-
bility to ψ1. By going to a subsequence of (Sn)n∈N we can assume w.l.o.g. that

(
ϕ0,n, ϕ1,n

)
n∈N

even converges (component wise) P -a.s. uniformly on [0, T ] to (ψ0, ψ1).
We have to show that (ψ0, ψ1) can be generated by some admissible strategy S. To get

briefly an overview the reader may directly pass to the Proof of Theorem 3.17. Before, several
lemmas are stated which are needed for this proof.

Lemma 5.1. Let τ̂0 := 0 and for k, n ∈ N define the stopping times

τ̂k,n := inf{t > 0 | |ϕ0,n
t | > k} ∧ inf{t > 0 | |ϕ1,n

t | > k}

∧ inf{t > 0 |
∫

[0,t]×R+

1[Ss,Ss)
(x)µ(ds, dx) +

∫
[0,t]×R+

1(Ss,Ss]
(x)ν(ds, dx) > k} ∧ T,

τ̂k := inf
n∈N

τ̂k,n.

There exists a probability measure Q equivalent to P s.t. for all k ∈ N there is a Kk ∈ R+ with

EQ
[
var(ϕ0,n)τ̂k + var(ϕ1,n)τ̂k

]
≤ Kk, ∀n ∈ N.
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Furthermore, (τ̂k)k∈N is an increasing sequence of stopping times with P (τ̂k = T )→ 1, k →∞,
i.e. it is localizing.

The idea of the proof is to reduce the result to a similar result of Campi and Schachermayer [3]
for proportional transaction costs. To do so we have to separate those limit order executions
which are more favorable than trades with market orders at the same time.

Proof. Let σ̂0 := 0 and

σ̂i := inf

{
t > σ̂i−1 |

∫
[0,t]×R+

1[Ss,Ss)
(x)µ(ds, dx) +

∫
[0,t]×R+

1(Ss,Ss]
(x)ν(ds, dx) ≥ i

}
, i ∈ N.

τ̂k and σ̂i are debuts of optional sets and thus stopping times by the usual conditions (cf. e.g. The-
orem 4.30 of [10]). Note that we have σ̂i ≥ τ̂k for all i > k. From the definition of τ̂k and the obser-
vation that ϕ0,n

t∧τ̂k = ϕ0,n
τ̂k

, ϕ1,n
t∧τ̂k = ϕ1,n

τ̂k
for all t ≥ τ̂k, we see that |∆+(ϕ0,n

·∧τ̂k)t|, |∆+(ϕ1,n
·∧τ̂k)t| ≤ 2k

for all t ∈ [0, T ] and thus

∞∑
i=0

(
∆+var

(
ϕ0,n
·∧τ̂k

)
σ̂i

+ ∆+var
(
ϕ1,n
·∧τ̂k

)
σ̂i

)
≤ 4k(k + 1). (5.23)

For any (ϕ0,n, ϕ1,n) and each i = 1, 2, . . . , k+1 we define a self-financing, admissible portfolio
process in the sense of Campi and Schachermayer (see [3] for details) with initial endowment

ϕ0,n,k,i
0 = ϕ1,n,k,i

0 = k and threshold level a by

ϕ0,n,k,i := k1[[0,σ̂i−1∧τ̂k]] + ϕ0,n1]]σ̂i−1∧τ̂k,σ̂i∧τ̂k]] − a1]]σ̂i∧τ̂k,T ]],

ϕ1,n,k,i := k1[[0,σ̂i−1∧τ̂k]] + ϕ1,n1]]σ̂i−1∧τ̂k,σ̂i∧τ̂k]] − a1]]σ̂i∧τ̂k,T ]].

By construction (ϕ0,n,k,i, ϕ1,n,k,i) = (ϕ0,n, ϕ1,n) on ]]σ̂i−1 ∧ τ̂k, σ̂i ∧ τ̂k]]. Thus, (ϕ0,n,k,i, ϕ1,n,k,i)
is certainly a-admissible. If σ̂i−1(ω) < τ̂k(ω), the change of the portfolio from (k, k) to
(ϕ0,n

σ̂i−1(ω)
(ω), ϕ1,n

σ̂i−1(ω)
(ω)) at time σ̂i−1(ω) is clearly self-financing. In addition, for σ̂i−1(ω) ≥

τ̂k(ω) we have (σ̂i−1(ω)∧ τ̂k(ω), σ̂i(ω)∧ τ̂k(ω)] = ∅ and a possible change from (k, k) to (−a,−a)
is also self-financing. Furthermore, on ]]σ̂i−1 ∧ τ̂k, σ̂i ∧ τ̂k]] no favorable executions of limit orders
can influence the portfolio process (remember that a limit order executed at stopping time σ̂i

only shows up in the portfolio process immediately after σ̂i). While there may be executions of
limit orders on ]]σ̂i−1 ∧ τ̂k, σ̂i ∧ τ̂k[[, the prices paid by the small investor are at most as favor-
able as in the model with proportional transaction costs. If e.g. a limit buy order of size θB(ω)
with limit price pB(ω) is executed at time T ∗(ω) with σ̂i−1(ω) < T ∗(ω) < σ̂i(ω) we know by
construction that ST ∗(ω) ≤ pB(ω). Hence, the investor would be at least as well of just buying
the amount θB(ω) at time T ∗(ω) with a market order at price ST ∗(ω). Thus, (ϕ0,n,k,i, ϕ1,n,k,i)
is indeed a self-financing portfolio process in a model with proportional transaction costs and
price processes S and S if it is allowed to “throw away” assets. More precisely, if we translate
{S, S} with P (inft∈[0,T ] St > 0) = 1 into the càdlàg bid-ask process

Π :=

(
1 S
1
S 1

)
used in [3], then it is straightforward to show that V̂ n,k,i := (ϕ0,n,k,i, ϕ1,n,k,i) is a self-financing,
admissible portfolio process with threshold a in the sense of Definition 2.7 in [3]. Therefore
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we can apply Lemma 3.2 in [3] to derive the existence of a probability measure Q ∼ P and a
constant C > 0 s.t. for all k, n ∈ N and all i = 1, . . . , k + 1

EQ[var(ϕ0,n,k,i)T ] ≤ C(k + a) and EQ[var(ϕ1,n,k,i)T ] ≤ C(k + a). (5.24)

Right from the definition of (ϕ0,n,k,i, ϕ1,n,k,i) it follows that for all n ∈ N and i = 1, 2, . . . , k + 1

var(ϕ0,n
·∧τ̂k)σ̂i − var(ϕ0,n

·∧τ̂k)σ̂i−1+ = var(ϕ0,n,k,i)σ̂i − var(ϕ0,n,k,i)σ̂i−1+,

var(ϕ1,n
·∧τ̂k)σ̂i − var(ϕ1,n

·∧τ̂k)σ̂i−1+ = var(ϕ1,n,k,i)σ̂i − var(ϕ1,n,k,i)σ̂i−1+. (5.25)

Combining (5.24) and (5.25) we obtain

EQ[var(ϕ0,n
·∧τ̂k)σ̂i − var(ϕ0,n

·∧τ̂k)σ̂i−1+] ≤ EQ[var(ϕ0,n,k,i)T ] ≤ C(k + a),

EQ[var(ϕ1,n
·∧τ̂k)σ̂i − var(ϕ1,n

·∧τ̂k)σ̂i−1+] ≤ EQ[var(ϕ1,n,k,i)T ] ≤ C(k + a).

and thus

EQ

[ ∞∑
i=1

(
var(ϕ0,n

·∧τ̂k)σ̂i − var(ϕ0,n
·∧τ̂k)σ̂i−1+

)
+
∞∑
i=1

(
var(ϕ1,n

·∧τ̂k)σ̂i − var(ϕ1,n
·∧τ̂k)σ̂i−1+

)]
≤ (k + 1)2C(k + a). (5.26)

By combining (5.23) and (5.26) the first part of the lemma is proven.
As discussed at the beginning of the section there exists a set N ∈ F s.t. P (N) = 0 and

s.t.
(
ϕi,n(ω)

)
n∈N converges towards ψi(ω) uniformly on [0, T ] for all ω ∈ NC , i = 0, 1. Fix any

ω ∈ NC . Remember that any làdlàg function is bounded on a compact interval. Thus, there
exists an n0(ω) s.t. for all n ∈ N we have

sup
t∈[0,T ]

|ϕi,nt (ω)| ≤

n0(ω)∨
j=1

sup
t∈[0,T ]

|ϕi,jt (ω)|

 ∨( sup
t∈[0,T ]

|ψit(ω)|+ 1

)
<∞, i = 0, 1.

Hence, we have that P
(

supn∈N supt∈[0,T ] |ϕ
i,n
t | <∞

)
= 1, i = 0, 1. By Assumption 3.1 (iii)

we also have P
(∫

[0,t]×R+
1[Ss,Ss)

(x)µ(ds, dx) +
∫

[0,t]×R+
1(Ss,Ss]

(x)ν(ds, dx) <∞
)

= 1. Hence,

(τ̂k)k∈N is localizing.

Lemma 5.2. We have

Mµ

(
{(ω, t, x) ∈ Ω̃ | sup

n∈N
LB,n(ω, t, x) =∞}

)
= 0 and

Mν

(
{(ω, t, x) ∈ Ω̃ | sup

n∈N
LS,n(ω, t, x) =∞}

)
= 0,

i.e. (LB,n)n∈N is Mµ-a.e. bounded and (LS,n)n∈N is Mν-a.e. bounded.

Proof. We only deal with (LB,n)n∈N as the assertion regarding (LS,n)n∈N can be proved similarly.
Each LB,n is µ-integrable and hence it holds that LB,n < ∞ Mµ-almost everywhere. Thus, we
can ignore the beginning of the sequence. Define the set A by

A := {(ω, t, x) ∈ Ω̃ | lim sup
n→∞

LB,n(ω, t, x) =∞} ∈ P̃
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and for any ε > 0 let

Bε := supergraph(X + ε) = {(ω, t, x) ∈ Ω̃ | X(ω, t) + ε < x} ∈ P̃.

From the monotonicity of x 7→ LB,n(ω, t, x) it follows that

N̂ε := {(ω, t) | ∃x ∈ R+ s.t. (ω, t, x) ∈ A ∩Bε}
= {(ω, t) | ∃x ∈ Q+ s.t. (ω, t, x) ∈ A ∩Bε}
=

⋃
q∈Q+

{(ω, t) | (ω, t, q) ∈ A ∩Bε} =
⋃
q∈Q+

(A ∩Bε)q

and we have that N̂ε ∈ P. Define

Nε :=
{

(ω, t, x) ∈ Ω̃ | (ω, t) ∈ N̂ε, X(ω, t) ≤ x ≤ X(ω, t) +
ε

2

}
∈ P̃.

Step 1: Let us show that Mµ(Nε) = 0. We have P -a.s.

lim
n→∞

sup
t∈[0,T )

|∆+ϕ0,n
t (ω)−∆+ψ0

t (ω)| = 0,

lim
n→∞

sup
t∈[0,T )

|∆+ϕ1,n
t (ω)−∆+ψ1

t (ω)| = 0. (5.27)

Now (5.27) implies for all (τi, Yi), i ∈ N, introduced in Remark 3.7, it holds P -a.s. on τi < T

lim
n→∞

∆+MB,n
τi −∆+MS,n

τi + LB,n(τi, Yi)−
∞∑
j=1

LS,n(σj , Zj)1{τi=σj}

 = ∆+ψ1
τi .

This yields that for n→∞ and Mµ-a.a. (ω, t, x) ∈ Ω̃ with t < T we have

∆+MB,n
t (ω)−∆+MS,n

t (ω)+LB,n(ω, t, x)−
∫
{t}×R+

LS,n(ω, s, z)ν(ω, ds, dz)→ ∆+ψ1
t (ω). (5.28)

By Assumption 3.1 (i) we have St(ω) ≤ x ≤ St(ω) for Mµ-a.a. (ω, t, x) ∈ Ω̃. Combining this
with Assumption 3.1 (v) implies that limit sell orders can Mµ-a.e. only be executed if x = St(ω).
By Assumption 3.1 (i) for ν, in the latter case no limit sell order with limit price above x is
executed. Thus, we have Mµ-a.e.

∆+ϕ0,n
t (ω)

= −St(ω)∆+MB,n
t (ω) + St(ω)∆+MS,n

t (ω) +

∫ ∞
x

yLB,n(ω, t, dy)

+

∫
{t}×R+

∫ z

0
yLS,n(ω, s, dy)ν(ω, ds, dz)

≤ −x∆+MB,n
t (ω) + x∆+MS,n

t (ω)− x
(
LB,n(ω, t, x)− LB,n(ω, t, x+

ε

2
)
)

−
(
x+

ε

2

)
LB,n(ω, t, x+

ε

2
) + x

∫
{t}×R+

LS,n(ω, s, z)ν(ω, ds, dz)

= x

(
−∆+MB,n

t (ω) + ∆+MS,n
t (ω)− LB,n(ω, t, x) +

∫
{t}×R+

LS,n(ω, s, z)ν(ω, ds, dz)

)
−ε

2
LB,n(ω, t, x+

ε

2
).
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Now (5.28) implies that the term in the last but one line converges to −x∆+ψ1
t (ω) for Mµ-a.a.

(ω, t, x) ∈ Ω̃ whereas by the same arguments ∆+ϕ0,n
t (ω) converges to ∆+ψ0,n

t (ω) for Mµ-a.a.

(ω, t, x) ∈ Ω̃. Putting together, this implies that

lim sup
n→∞

LB,n(ω, t, x+
ε

2
) < −∞, for Mµ-a.a. (ω, t, x) ∈ Ω̃.

By the implication (ω, t, x) ∈ Nε =⇒ (ω, t, x+ ε/2) ∈ A, we arrive at Mµ(Nε) = 0.

Step 2: Let us show that M̂µ(N̂ε) = 0. Let Z := X1
N̂c
ε

+ (X + ε
2)1

N̂ε
. Z is predictable and

Step 1 implies that Mµ(subgraph(Z)) = 0. By the definition of the essential supremum we obtain

Z ≤ X M̂µ-a.e. and thus M̂µ(N̂ε) = 0.
Step 3: We obtain that

Mµ(A ∩Bε) ≤Mµ(N̂ε × R+) = M̂µ(N̂ε) = 0.

Note that for r →∞ we get supergraph(X + 1
r ) ↑ supergraph(X), which yields

Mµ(A ∩ supergraph(X)) = lim
r→∞

Mµ(A ∩B 1
r
) = 0.

As Mµ(A∩ subgraph(X)) = 0 always holds and Mµ(A∩ graph(X)) = 0 by Assumption 3.16 we
arrive at

Mµ(A) = Mµ(A ∩ supergraph(X)) +Mµ(A ∩ subgraph(X)) +Mµ(A ∩ graph(X)) = 0.

Lemma 5.3. There exists a probability measure Q̃ ∼ P s.t. for all k ∈ N there is a K̃k ∈ R+

with

E
Q̃

[
MB,n
τ̂k

+

∫
[0,τ̂k)×R+

LB,n(s, x)µ(ds, dx)

]
≤ K̃k, ∀n ∈ N

and

E
Q̃

[
MS,n
τ̂k

+

∫
[0,τ̂k)×R+

LS,n(s, x)ν(ds, dx)

]
≤ K̃k, ∀n ∈ N,

where the stopping times τ̂k are defined in Lemma 5.1.

Proof. For any A ∈ B([0, T ]) ⊗ B(R+) define µ̃(A) := µ(A ∩ {(t, x) ∈ [0, T ] × R+ | x < St}),
µS(A) = µ(A ∩ {(t, x) ∈ [0, T ] × R+ | x = St}). Clearly µS ⊥ µ̃ and by Assumption 3.1 (i) we

furthermore know that µ = µ̃+µS . Let ν̃ and νS be defined similarly. Note that by Assumption
3.1 (iii) we get that µ̃ and ν̃ are P -a.s. finite measures.

An important observation regarding µS and νS is that the limit order executions that are
triggered by these measures are at most as favorable to the investor as trading by market orders.
This yields∫

{t}×R+

LB,n(s, x)µS(ds, dx) ≤ St
St − St

∫
{t}×R+

LB,n(s, x)µS(ds, dx)

+
1

St − St

∫
{t}×R+

∫ ∞
x

yLB,n(s, dy)µS(ds, dx) (5.29)
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and

St
St − St

∫
{t}×R+

LS,n(s, x)νS(ds, dx)− 1

St − St

∫
{t}×R+

∫ x

0
yLS,n(s, dy)νS(ds, dx) ≤ 0. (5.30)

In the equation for ϕ1,n in Definition 3.5 we isolate MS,n and plug it into the equation for
ϕ0,n. In this equation we isolate the terms with MB,n and the two integrals w.r.t. µS . Then, an
application of (5.29) and (5.30) yields the follows estimation

∆+MB,n
t +

∫
{t}×R+

LB,n(s, x)µS(ds, dx)

≤
∆+var(ϕ0,n)t + St

(
∆+var(ϕ1,n)t +

∫
{t}×R+

LB,n(s, x)µ̃(ds, dx)
)

St − St

+

∫
{t}×R+

∫ x
0 yL

S,n(s, dy)ν̃(ds, dx)

St − St
. (5.31)

The impact of the limit orders on the portfolio process is limited to the t+ jumps, hence for the
time when there are no such jumps we arrive with similar but simpler calculations as above at

MB,n
τ̂k
−
∑
t<τ̂k

∆+MB,n
t ≤

var(ϕ0,n)τ̂k + supt∈[0,T ] Stvar(ϕ1,n)τ̂k

inft∈[0,T ](St − St)
. (5.32)

Putting (5.31) and (5.32) together we arrive at

MB,n
τ̂k

+

∫
[0,τ̂k)×R+

LB,n(s, x)µ(ds, dx)

≤
2var(ϕ0,n)τ̂k + 2 supt∈[0,T ] Stvar(ϕ1,n)τ̂k + supt∈[0,T ] St

∫
[0,T )×R+

supm∈N L
B,m(s, x)µ̃(ds, dx)

inft∈[0,T ](St − St)

+
supt∈[0,T ] St

∫
[0,T )×R+

supm∈N L
S,m(s, x)ν̃(ds, dx)

inft∈[0,T ](St − St)

+

∫
[0,T )×R+

sup
m∈N

LB,m(s, x)µ̃(ds, dx), ∀n ∈ N.

By Lemma 5.2 we know that supm∈N L
B,m and supm∈N L

S,m are Mµ-a.e. resp. Mν-
a.e. finite. Hence, because µ̃(ω, ·) and ν̃(ω, ·) are for P -a.a. ω finite measures on
[0, T ] × R+, we conclude that P (

∫
[0,T )×R+

supm∈N L
B,m(s, x)µ̃(ds, dx) < ∞) = 1 and

P (
∫

[0,T )×R+
supm∈N L

S,m(s, x)ν̃(ds, dx) <∞) = 1. We obtain the existence of a random variable

Z with P (0 ≤ Z <∞) = 1 and

MB,n
τ̂k

+

∫
[0,τ̂k)×R+

LB,n(s, x)µ(ds, dx) ≤ Z
(
var(ϕ0,n)τ̂k + var(ϕ1,n)τ̂k + 1

)
∀n ∈ N.

Similarly we can show that there exists a Z̃ with P (0 ≤ Z̃ <∞) = 1 and

MS,n
τ̂k

+

∫
[0,τ̂k)×R+

LS,n(s, x)ν(ds, dx) ≤ Z̃
(
var(ϕ0,n)τ̂k + var(ϕ1,n)τ̂k + 1

)
∀n ∈ N.
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By Lemma 5.1 we know that there exist a probability measure Q ∼ P (independent of k)
and a Kk ∈ R+ s.t.

EQ
[
var(ϕ0,n)τ̂k + var(ϕ0,n)τ̂k + 1

]
≤ Kk + 1 ∀n ∈ N.

As (Z ∨ Z̃ ∨ 1)−1 is a bounded random variable we can define a new measure Q̃ by

dQ̃

dQ
=

1

EQ

[
(Z ∨ Z̃ ∨ 1)−1

] 1

Z ∨ Z̃ ∨ 1
.

We have for all n ∈ N

E
Q̃

[(
MB,n
τ̂k

+

∫
[0,τ̂k)×R+

LB,n(s, x)µ(ds, dx)

)
∨

(
MS,n
τ̂k

+

∫
[0,τ̂k)×R+

LS,n(s, x)ν(ds, dx)

)]
≤ E

Q̃

[
(Z ∨ Z̃)

(
var(ϕ0,n)τ̂k + var(ϕ1,n)τ̂k + 1

)]
≤ 1

EQ

[
(Z ∨ Z̃ ∨ 1)−1

]EQ [ Z ∨ Z̃
Z ∨ Z̃ ∨ 1

(
var(ϕ0,n)τ̂k + var(ϕ1,n)τ̂k + 1

)]

≤ 1

EQ

[
(Z ∨ Z̃ ∨ 1)−1

](Kk + 1) =: K̃k.

Lemma 5.4. Under the conditions of Theorem 3.17, both the total numbers of pur-
chased stocks (MB,n +

∫
[0,·)×R+

LB,ns dµs)n∈N and the total numbers of sold stocks (MS,n +∫
[0,·)×R+

LS,ns dνs)n∈N are up-Cauchy sequences.

Proof. Of course it is sufficient to prove only the first part of the assertion as the second one is
completely analog. Assume that (ϕ0,n, ϕ1,n)n∈N is an up-Cauchy sequence.

Step 1: Let us consider the corresponding discounted wealth processes if stock positions are
evaluated at the best-bid price S and the numeraire is the spread S − S, i.e.

V̂ n :=
ϕ0,n

S − S
+
ϕ1,nS

S − S
.

The stock evaluation and the choice of the numeraire simplify the calculations. Namely, sales
by market orders do not change the wealth process and the purchase of one share by a market
order reduces the discounted wealth by one unit. Note that (V̂ n)n∈N is again up-Cauchy and the
processes 1

S−S and S

S−S are again semimartingales by P
(
inf{St − St | t ∈ [0, T ]} > 0

)
= 1 and

Itô’s formula. By Definition 3.5 and Lemma 8.2 in Muhle-Karbe [14] we obtain

V̂ n = V̂ n
0 + ϕ0,n •

(
1

S − S

)
+ ϕ1,n •

(
S

S − S

)
−MB,n

+

∫
[0,·)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ(ds, dx) +

∫
[0,·)×R+

∫ x

Ss−

y − Ss
Ss − Ss

LS,n(s, dy)ν(ds, dx).

Note that LB,n(s, x) = 0 for x ≥ Ss− and LS,n(s, x) = 0 for x ≤ Ss−. Let µ = µ1,δ + µ2,δ be the
decomposition from (4.15). In the following, executed limit buy orders with limit price close to
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the best-ask are charged at the best-ask. The process Aδ,n is the corresponding error term and
formally defined by∫

[0,t)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ(ds, dx)

=

∫
[0,t)×R+

∫ Ss−

Ss−−δ

y − Ss
Ss − Ss

LB,n(s, dy)µ1,δ(ds, dx)

+

∫
[0,t)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ2,δ(ds, dx)

= −
∫

[0,t)×R+

LB,ns dµ1,δ
s +

∫
[0,t)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ2,δ(ds, dx) +Aδ,nt .

Aδ,n is nonincreasing and

|Aδ,nT | ≤
δ
∫

[0,T ] L
B,n
s dµs

inf{St − St | t ∈ [0, T ]}
. (5.33)

Analogously, we define ν1,δ, ν2,δ by ν = ν1,δ + ν2,δ, ν1,δ⊥ν2,δ, and ν1,δ({t} × {x}) = 1 iff x = St
and ∆St ∈ (0, δ]. Again, ν2,δ is a finite random measure. The process Bδ,n is the error term when
limit sell orders with limit price close to the best-bid are charged at the best-bid. Formally, it is
defined by ∫

[0,t)×R+

∫ x

Ss−

y − Ss
Ss − Ss

LS,n(s, dy)ν(ds, dx)

=

∫
[0,t)×R+

∫ x

Ss−

y − Ss
Ss − Ss

LS,n(s, dy)ν2,δ(ds, dx) +Bδ,n
t .

Bδ,n is nonincreasing and

|Bδ,n
T | ≤

δ
∫

[0,T ] L
S,n
s dµs

inf{St − St | t ∈ [0, T ]}
. (5.34)

We arrive at

V̂ n = V̂ n
0 + ϕ0,n •

(
1

S − S

)
+ ϕ1,n •

(
S

S − S

)
−MB,n −

∫
[0,·)×R+

LB,n dµ1,δ
s

+

∫
[0,·)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ2,δ(ds, dx)

+

∫
[0,·)×R+

∫ x

Ss−

y − Ss
Ss − Ss

LS,n(s, dy)ν2,δ(ds, dx) +Aδ,n +Bδ,n
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and thus

MB,n +

∫
[0,·)×R+

LB,n dµs

= −V̂ n + V̂ n
0 + ϕ0,n •

(
1

S − S

)
+ ϕ1,n •

(
S

S − S

)
+

∫
[0,·)×R+

LB,n dµ2,δ
s

+

∫
[0,·)×R+

∫ Ss−

x

y − Ss
Ss − Ss

LB,n(s, dy)µ2,δ(ds, dx)

+

∫
[0,·)×R+

∫ x

Ss−

y − Ss
Ss − Ss

LS,n(s, dy)ν2,δ(ds, dx) +Aδ,n +Bδ,n. (5.35)

Step 2: Now let ε > 0. As V̂ n, V̂ n
0 , ϕ0,n •

(
1

S−S

)
, and ϕ1,n •

(
S

S−S

)
are up-Cauchy sequences,

there exists an n1 ∈ N s.t.

P

(∣∣∣∣−(V̂ n
t − V̂ m

t ) + (V̂ n
0 − V̂ m

0 ) + (ϕ0,n − ϕ0,m) •
(

1

S − S

)
t

+ (ϕ1,n − ϕ1,m) •
(

S

S − S

)
t

∣∣∣∣
≤ ε

4
, ∀t ∈ [0, T ]

)
≥ 1− ε

4
, ∀n,m ≥ n1. (5.36)

By Lemma 5.3 the sequences (
∫

[0,T ] L
B,n
s dµs)n∈N and (

∫
[0,T ] L

S,n
s dνs)n∈N are stochastically

bounded. Thus, by (5.33) and (5.34), there exists a δ > 0 s.t.

P
(
|Aδ,nT +Bδ,n

T | ≤
ε

4

)
≥ 1− ε

4
, ∀n ∈ N. (5.37)

We fix this δ. As µ2,δ and ν2,δ are finite random measures the remaining terms on the rhs of
(5.35) are up-Cauchy sequences by Lemma 5.2 and by Lemma 4.7 (formally not applied to µ
and ν, but to µ2,δ and ν2,δ under which supn∈N L

B,n resp. supn∈N L
S,n are integrable). Thus,

there exists an n2 ∈ N s.t.

P

(∣∣∣∣∣
∫

[0,t)×R+

(LB,n − LB,m) dµ2,δ
s +

∫
[0,t)×R+

∫ Ss−

x

y − Ss
Ss − Ss

(LB,n − LB,m)(s, dy)µ2,δ(ds, dx)

+

∫
[0,t)×R+

∫ x

Ss−

y − Ss
Ss − Ss

(LS,n − LS,m)(s, dy)ν2,δ(ds, dx)

∣∣∣∣∣ ≤ ε

4
, ∀t ∈ [0, T ]

)
≥ 1− ε

4
,

for all n,m ≥ n2. Combining this with (5.36), (5.37), and (5.35), we arrive at

P

(∣∣∣∣∣MB,n
t +

∫
[0,t)×R+

LB,n dµs −MB,m
t −

∫
[0,t)×R+

LB,m dµs

∣∣∣∣∣ ≤ ε, ∀t ∈ [0, T ]

)
≥ 1− ε

for all n,m ≥ n1 ∨ n2. Thus, (MB,n +
∫

[0,·)×R+
LB,ns dµs)n∈N is a Cauchy sequence w.r.t. the

convergence “uniformly in probability”.

Lemma 5.5. Let S be an adapted càdlàg-process and let (An)n∈N be a sequence of predictable
processes of finite variation for which there exist a measure Q ∼ P and a constant K > 0 s.t.

EQ[var(An)T ] ≤ K, ∀n ∈ N,
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and let A be a predictable process of finite variation s.t.

sup
t∈[0,T ]

|Ant −At| → 0, in probability, for n→∞.

Then it holds that

sup
t∈[0,T ]

|((S−, S) • An)t − ((S−, S) • A)t| → 0, in probability, for n→∞.

Proof. By linearity of the integral w.r.t. the integrator and by the assumption that the limit
A is itself of finite variation, it follows from Proposition A.1 ii) in [8] and Fatou’s lemma that
EQ[var(A)] ≤ K holds. Thus it is sufficient to prove the result for A = 0.

The well-known equivalence between convergence in probability of a sequence of random
variables to zero and that any subsequence of this sequence contains a subsubsequence converging
almost surely to zero implies that it is sufficient to prove the assertion under the assumption
that supt∈[0,T ] |Ant | → 0, P -a.s. for n→∞.

Furthermore, by a stopping argument, we may suppose that there exist constants C1 > 0
and C2 > 0 s.t. supt∈[0,T ] |Ant | ≤ C1 for all n ∈ N and |S| ≤ C2.

We start similarly to the proof of Theorem A.9 iii) in [8]. By Theorem A.9 ii) in [8] it holds
for all t ∈ [0, T ] and n ∈ N that

sup
t∈[0,T ]

|((S−, S) • An)t| ≤ var(An)T sup
t∈[0,T ]

|St|. (5.38)

For any m ∈ N define the sequence of stopping times Tm0 , Tm1 , . . . by

Tm0 := 0 and Tmi+1 := inf

{
t > Tmi | |St − STk | >

1

m

}
,

and let

Sm :=
∞∑
i=0

STmi 1[[Tmi ,Tmi+1[[.

For every m by construction of Sm it is possible to find a constant αm ∈ N and a set Bm ∈ F
s.t. Sm consist only of αm steps or less on Bm and it holds that Q(Bc

m) ≤ 2−m. Now (5.38) and
the linearity of the integral w.r.t.the integrand yield for any m0 ∈ N and any m ≥ m0

EQ

[
sup
t∈[0,T ]

|((S−, S) • An)t|1⋂
m≥m0

Bm

]

≤ EQ

[
sup
t∈[0,T ]

|((S− − Sm− , S − Sm) • An)t + ((Sm− , S
m) • An)t|1⋂

m≥m0
Bm

]

≤ 1

m
EQ [var(An)T ] + EQ

[
sup
t∈[0,T ]

|((Sm− , Sm) • An)t|1⋂
m≥m0

Bm

]
.

By assumption of the lemma, by construction of Sm, αm, and Bm, as well as by the assumptions
at the beginning of the proof this implies for all m ≥ m0 that

EQ

[
sup
t∈[0,T ]

|((S−, S) • An)t|1⋂
m≥m0

Bm

]
≤ 1

m
K + 2C2αmEQ

[
sup
t∈[0,T ]

|Ant |1⋂m≥m0
Bm

]
.
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For any fixed m the second term on the right-hand side of the equation goes to zero as n goes
to infinity, by dominated convergence. Therefore, for any ε > 0 and any m0 ∈ N there exists an
n0(ε,m0) ∈ N s.t. for all n ≥ n0(ε,m0) it holds that

EQ

[
sup
t∈[0,T ]

|((S−, S) • An)t|1⋂
m≥m0

Bm

]
≤ ε.

Hence for any m0 ∈ N we have that

sup
t∈[0,T ]

|((S−, S) • An)t|1⋂
m≥m0

Bm → 0, in probability

as n goes to infinity. Note that by a Borel-Cantelli argument we have that Q(lim supmB
c
m) =

0, which implies that (
⋂
m≥m0

Bm)m0∈N is an increasing sequence with P (lim infmBm) = 1.
Therefore, it also holds that

sup
t∈[0,T ]

|((S−, S) • An)t| → 0, in probability

as n goes to infinity.

Lemma 5.6. Assume that the sequence (LB,n)n∈N (as introduced at the beginning of the section)

converges M̃µ-a.e. towards a P̃-measurable function LB : Ω̃→ R+. Then, there exists a L̂B ∈ LB

s.t. LB = L̂B holds M̃µ-a.e.. The analog assertion holds for limit sell order strategies.

Note that we do not yet have that (LB,n)n∈N converges M̃µ-a.e. (later on we build convex
combinations to achieve this). The lemma only tells us that if the sequence converges, then the
limit function can be chosen as valid limit order strategy.

Proof. Denote by Ñ a M̃µ-null set s.t. (LB,n)n∈N converges pointwise to LB on Ñ c, by

(xk)k∈N a sequence running through Q+, and by
(
Ñ ∩ supergraph(X)

)
xk

the xk-section of

Ñ ∩ supergraph(X), i.e. the set
{

(ω, t) ∈ Ω× [0, T ] | (ω, t, xk) ∈ Ñ ∩ supergraph(X)
}
∈ P. De-

fine

N :=
∞⋃
k=1

(
Ñ ∩ supergraph(X)

)
xk

and note that from
(
Ñ ∩ supergraph(X)

)
xk
× {xk} ⊂ Ñ ∩ supergraph(X) and

((
Ñ ∩ supergraph(X)

)
xk
× {xk}

)
∩ supergraph(X) =

(
Ñ ∩ supergraph(X)

)
xk
× {xk}

it follows that M̂µ

((
Ñ ∩ supergraph(X)

)
xk

)
= 0 and thus also M̂µ(N) = 0, i.e. Mµ(N×R+) =

0. Hence, we arrive at M̃µ(N × R+) = 0. By definition of N , for all (ω, t, x) ∈
(
N × R+

)c ∩
supergraph(X) ∩ (Ω× [0, T ]×Q+) we know that

(
LB,n(ω, t, x)

)
n∈N converges to LB(ω, t, x).

By assumption, for all n, x 7→ LB,n(ω, t, x) is nonincreasing for all (ω, t) ∈ Ω × [0, T ] and
LB,n(ω, t, x) = LB,n(ω, t, x)1{x<St−(ω)} for all (ω, t, x) ∈ Ω̃. The latter implies that

LB(ω, t, x) = LB(ω, t, x)1{x<St−(ω)} ∀(ω, t, x) ∈ Ñ c. (5.39)
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We proceed by defining the function L̂B by

L̂B(ω, t, x) :=∞1{x≤Xt(ω), x<St−(ω)}1Nc(ω, t)

+median

{
LB(ω, t, x), sup

x<xk

LB(ω, t, xk), inf
xk<x

LB(ω, t, xk)

}
1{Xt(ω)<x<St−(ω)}1Nc(ω, t).

As LB is P̃-measurable and L(·, ·, xk), k ∈ N, are P-measurable, L̂B is expressed as supremum,
median, and sum of P̃-measurable functions and thus itself P̃-measurable. For (ω, t, x), (ω, t, y) ∈
Ω̃ with x < y for which both LB,n(ω, t, x)→ LB(ω, t, x) and LB,n(ω, t, y)→ LB(ω, t, y) hold for
n→∞, we have

LB(ω, t, x) = lim
n→∞

LB,n(ω, t, x) ≥ lim
n→∞

LB,n(ω, t, y) = LB(ω, t, y). (5.40)

Hence, for (ω, t, x) ∈ Ñ c ∩ (N × R+)c ∩ supergraph(X) it holds that

sup
x<xk

LB(ω, t, xk) ≤ LB(ω, t, x) ≤ inf
xk<x

LB(ω, t, xk).

Together with (5.39) we obtain L̂B = LB on Ñ c∩(N×R+)c∩supergraph(X). By the construction

of M̃µ and Assumption 3.16, we already know that subgraph(X) ∪ graph(X) is a M̃µ-null set.

Hence, the set of points on which we set L̂B to the value ∞ is in any case not relevant for the
question whether LB = L̂B M̃µ-a.e. or not (though it does play a role to assure monotonicity of
course, which is supposed to hold for all (ω, t) ∈ Ω × [0, T ]). Furthermore, we have seen above

that M̃µ(N × R+) = 0 and consequently LB = L̂B holds M̃µ-almost everywhere.

Let us verify that x 7→ L̂B(ω, t, x) is nonincreasing for all (ω, t) ∈ Ω× [0, T ], which is part (i)
of Definition 3.3. On

(
N × R+

)c ∩ supergraph(X) we have

By definition of L̂B via the median and since supx<xk L
B(ω, t, xk) ≤ infxk<x L

B(ω, t, xk) on(
N × R+

)c ∩ supergraph(X) by (5.40) we get

sup
x<xk

LB(ω, t, xk) ≤ L̂B(ω, t, x) ≤ inf
xk<x

LB(ω, t, xk).

This yields for all (ω, t, x), (ω, t, y) ∈
(
N × R+

)c ∩ supergraph(X) with x < y that

L̂B(ω, t, x) ≥ sup
x<xk

LB(ω, t, xk) ≥ inf
xk<y

LB(ω, t, xk) ≥ L̂B(ω, t, y).

Moreover for all (ω, t) ∈ N
c

we have that L̂B(ω, t, x) = ∞ for all x ≤ Xt(ω). Therefore, the
monotonicity of x 7→ L̂B(ω, t, x) on R+ is established for all (ω, t) ∈ N c

. For (ω, t) ∈ N we have
L̂B(ω, t, ·) ≡ 0 and the monotonicity is trivially satisfied. L̂B satisfies part (ii) of Definition 3.3
by construction.

We complete the proof by checking that part (iii) of Definition 3.3 holds, i.e. that L̂B is

µ-integrable. By the M̃µ-a.e. convergence of (LB,n)n∈N to L̂B, Fatou’s lemma, and Lemma 5.3,

there exist a probability measure Q̃ ∼ P and K̃k ∈ R+ s.t.

E
Q̃

[∫
[0,τ̂k)×R+

L̂B(t, x)µ(dt, dx)

]
≤ lim inf

n→∞
E
Q̃

[∫
[0,τ̂k)×R+

LB,n(t, x)µ(dt, dx)

]
≤ K̃k, ∀k ∈ N,

where τ̂k refers to the stopping time defined in Lemma 5.1. As (τ̂k)k∈N is a localizing sequence
we get P (

∫
[0,T )×R+

L̂B(t, x)µ(dt, dx) <∞) = 1 and thus µ-integrability of L̂B.

35



Proof of Theorem 3.17. Our goal is to find a limit strategy S = (MB,MS , LB, LS) for the
sequence (Sn)n∈N which satisfies

(
ϕ0(S), ϕ1(S)

)
=
(
ψ0, ψ1

)
, where (ψ0, ψ1) is the predictable

làdlàg limit process of (ϕ0,n, ϕ1,n)n∈N introduced at the beginning of this section. We deal with
the limit orders first. We apply Lemma 9.8.1 (which is a Komlós type theorem) and Remark

9.8.2 in [7] twice (first w.r.t. the limit buy orders LB,n and the σ-finite measure M̃µ, then

w.r.t. the limit sell orders LS,n and the σ-finite measure M̃ν , where we build convex combi-
nations of the convex combinations chosen for the limit buy orders), which yields that there
exist P̃-measurable R+-valued functions LB and LS and a sequence of (finite) convex combina-

tions Ŝn ∈ conv(Sn,Sn+1, . . .) s.t. (L̂B,n)n∈N converges M̃µ-a.e. to LB and (L̂S,n)n∈N converges

M̃ν-a.e. to LS . Note that by a convex combination of strategies Sn we mean a quadruple
(M̂B,n, M̂S,n, L̂B,n, L̂S,n) where M̂B,n ∈ conv{MB,n,MB,n+1, . . .} and so forth, where we use

the same weights for M̂B,n, M̂S,n, L̂B,n, and L̂S,n. The associated portfolio process in Defini-
tion 3.5 of a finite convex combination of trading strategies is just the convex combination of
the respective associated portfolio processes and a convex combination of a-admissible trading
strategies is again a-admissible. Since the convex combinations were taken of trading strategies
for which

(
ϕ0(Sn), ϕ1(Sn)

)
n∈N converges P -a.s. uniformly on [0, T ] to (ψ0, ψ1) this also holds

for (Ŝn)n∈N. Thus, we can assume that w.l.o.g. already the original sequence (Sn)n∈N satisfies

LB,n → LB, M̃µ − a.e. and LS,n → LS , M̃ν − a.e., for n→∞.

Then, we apply Lemma 5.6 and obtain that w.l.o.g. LB ∈ LB and LS ∈ LS . Given LB and LS

we are in the position to present also the remaining market order part of our candidate for a
limit strategy. Namely, by Lemma 5.4, stating that accumulated purchases and sells converge
separately, there exist predictable processes

MB := lim
n→∞

(
MB,n +

∫
[0,·)×R+

LB,n(s, x)µ(ds, dx)

)
−
∫

[0,·)×R+

LB(s, x)µ(ds, dx)(5.41)

MS := lim
n→∞

(
MS,n +

∫
[0,·)×R+

LS,n(s, x)ν(ds, dx)

)
−
∫

[0,·)×R+

LS(s, x)ν(ds, dx),

where the convergence holds “uniformly in probability”. We need to check though that MB

and MS are nondecreasing. To avoid repeating ourselves, we only examine MB. Remember that
(LB,n)n∈N converges M̃µ-a.e. to LB. Thus, P -a.s.

(
LB,n(ω)

)
n∈N converges µω-a.e. to LB(ω). In

addition, the convergence in (5.41) holds P -a.s. uniformly in t on a subsequence. Let A ∈ F be
a corresponding exceptional null set and ω 6∈ A. For t1, t2 ∈ [0, T ] (possibly depending on ω)
with t1 ≤ t2, the monotonicity of MB,n and an application of Fatou’s lemma yield that

MB
t2 (ω)−MB

t1 (ω)

≥ lim inf
n→∞

(
MB,n
t2

(ω)−MB,n
t1

(ω) +

∫
[t1,t2)×R+

LB,n(ω, s, x)µ(ω, ds, dx)

)

−
∫

[t1,t2)×R+

LB(ω, s, x)µ(ω, ds, dx)

≥ lim inf
n→∞

(∫
[t1,t2)×R+

LB,n(ω, s, x)µ(ω, ds, dx)

)
−
∫

[t1,t2)×R+

LB(ω, s, x)µ(ω, ds, dx)

≥ 0. (5.42)
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Therefore, the candidate S := (MB,MS , LB, LS) for our limit strategy is a valid trading strategy
in the sense of Definition 3.4. Right from the definition of MB and MS we get that MB −
MS = −η1 + limn→∞ ϕ

1,n −
∫

[0,·)×R+
LB(s, x)µ(ds, dx) +

∫
[0,·)×R+

LS(s, x)ν(ds, dx) and thus

up-limn→∞ ϕ
1,n = ϕ1(S). It remains to verify that ϕ0(S) = ψ0.

Main step: Let us show that ϕ0,n → ϕ0 uniformly in probability where ϕ0 := ϕ(S). If we are
able to show the convergence for the buy and the sell order terms separately, we are done. The
idea is to account executed limit buy orders with limit prices close to the best-ask as market buy
orders (in the limit they can indeed turn into market orders as Example 6.1 shows, by contrast,
executed limit orders “away” from the best-ask price remain limit orders in the limit strategy as
there are only finitely many execution times). For δ > 0 let µ = µ1,δ +µ2,δ be the decomposition
from (4.15). We have∣∣∣∣∣

∫
[0,·)×R+

∫ Ss−

x
yLB,n(s, dy)µ1,δ(ds, dx)−

∫
[0,·)×R+

Ss−L
B,n(s, x)µ1,δ(ds, dx)

∣∣∣∣∣
≤ δ

∫
[0,T )×R+

LB,n(s, x)µ1,δ(ds, dx), ∀n ∈ N. (5.43)

Let ε > 0. It follows from Lemma 5.3 that (
∫

[0,T )×R+
LB,n(s, x)µ1,δ(ds, dx))n∈N is P -

stochastically bounded. Together with P (
∫

[0,T )×R+
LB(s, x)µ1,δ(ds, dx) < ∞) = 1, we obtain

the existence of a δ > 0 s.t.

dup

(∫
[0,·)×R+

∫ Ss−

x
yLB,n(s, dy)µ1,δ(ds, dx), (S−, S) •

∫
[0,·)×R+

LB,n(s, x)µ1,δ(ds, dx)

)
≤ ε

4

for all n ∈ N and

dup

(∫
[0,·)×R+

∫ Ss−

x
yLB(s, dy)µ1,δ(ds, dx), (S−, S) •

∫
[0,·)×R+

LB(s, x)µ1,δ(ds, dx)

)
≤ ε

4
.

We fix this δ. By Lemma 5.2 and Lemma 4.7 applied to µ2,δ, there exists an n1 ∈ N with

dup

(∫
[0,·)×R+

∫ Ss−

x
yLB,n(s, dy)µ2,δ(ds, dx),

∫
[0,·)×R+

∫ Ss−

x
yLB(s, dy)µ2,δ(ds, dx)

)
≤ ε

4

for all n ≥ n1. By Lemma 5.2 and Lemma 4.6 applied to µ2,δ, we know that
(
∫

[0,·)×R+
LB,n(s, x)µ2,δ(ds, dx))n∈N converges to

∫
[0,·)×R+

LB(s, x)µ2,δ(ds, dx) uniformly in prob-

ability. This implies by definition of MB that (MB,n +
∫

[0,·)×R+
LB,n(s, x)µ1,δ(ds, dx))n∈N con-

verges to MB +
∫

[0,·)×R+
LB(s, x)µ1,δ(ds, dx) uniformly in probability. From Lemma 5.3 and

Lemma 5.5 it follows the existence of an n2 s.t.

dup

(
(S−, S) • (MB,n +

∫
[0,·)×R+

LB,n(s, x)µ1,δ(ds, dx)),

(S−, S) • (MB +

∫
[0,·)×R+

LB(s, x)µ1,δ(ds, dx))

)
≤ ε

4
.
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Altogether we obtain by the triangle inequality

dup

(
(S−, S) •MB,n +

∫
[0,·)×R+

∫ Ss−

x
yLB,n(s, dy)µ(ds, dx),

(S−, S) •MB +

∫
[0,·)×R+

∫ Ss−

x
yLB(s, dy)µ(ds, dx)

)
≤ ε.

As the corresponding result holds for sell orders we obtain that ϕ0,n → ϕ0 in up and we are
done.

Proof of Theorem 3.25. An inspection of the proof of Theorem 3.13 reveals (i).
For (ii) we only have to show that under the assumptions of the theorem we do not need

Assumption 3.16 in the proof of Lemma 5.2. Then, the proof of Theorem 3.17 reveals that the
limiting strategy is just as its approximating sequence from Tδ.

We have to analyze the neutralization of purchases by limit buy orders and sells by market
orders (and vice versa) which are executed at the same time and the same price. This may lead
to an explosion of the limit order strategies while the portfolio processes converge.

Step 1: For a market sell order strategy MS define

A1
t :=

∑
τi≤t

1{Yi=Xτi
=Sτi

}∆
+MS

τi , t ≥ 0,

with X from Definition 3.15. Let us show that the sells by A1 can be perfectly compensated
by purchases with limit orders. Define A2

t :=
∑

τi≤t 1{Yi=Xτi
} and let B1 and B2 be the pre-

dictable compensators of A1 and A2 (w.l.o.g. A1 is locally integrable, otherwise we can apply
the arguments under an equivalent measure). The càdlàg paths of B1 and B2 can be identified
with measures on [0, T ] and by Proposition I.3.13 in [11] there exists a predictable version of the
density

Ct =
dB1

t

dB2
t

.

By (3.9) we can write ∆+MS
τ11{Xτ1

=Sτ1
} =

∑∞
k=0 Uk1{Y1=δk} for some sequence of Fτ1−-

measurable random variables (Uk)k∈N0 . For all bounded predictable processes H we have

E

(∫ τ1∧T

0
HtCt dB

2
t

)
= E

(∫ τ1∧T

0
HtCt dA

2
t

)
= E

(
Hτ1Cτ11{τ1≤T, Y1=Xτ1

}

)
and

E

(∫ τ1∧T

0
HtCt dB

2
t

)
= E

(∫ τ1∧T

0
Ht dB

1
t

)
= E

(∫ τ1∧T

0
Ht dA

1
t

)
= E

(
Hτ11{τ1≤T, Y1=Xτ1

}

∞∑
k=0

Uk1{Xτ1
=δk}

)
.

Putting together we obtain that

E
(
Hτ1Cτ11{τ1≤T, Y1=Xτ1

}

)
= E

(
Hτ11{τ1≤T, Y1=Xτ1

}

∞∑
k=0

Uk1{Xτ1
=δk}

)
.
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Cτ1 and
∑∞

k=0 Uk1{Xτ1
=δk} are Fτ1−-measurable, Hτ1 runs through all bounded Fτ1−-measurable

random variables, and the assertion is analog for τi, i > 1. Therefore, we arrive at

P
(
Cτi1{τi≤T, Yi=Xτi

} = ∆+MS
τi1{τi≤T, Yi=Xτi

=Sτi
}

)
= 1 for all i ∈ N. (5.44)

Step 2: Let (ϕ0(Sn), ϕ1(Sn))n∈N be the sequence from the beginning of the section. Apply
step 1 to the processes

A1,n
t :=

∑
τi≤t

1{Yi=Xτi
=Sτi

}min
{
LB,n(τi, Xτi)− L

B,n(τi, Xτi + δ),∆+MS
τi

}
, n ∈ N,

and define the modified strategies L̃B,n(ω, t, x) := LB,n(ω, t, x) − 1{x=Xt(ω)}C
n
t (ω) with the

predictable processes Cn from (5.44) and

M̃S,n
t := MS,n

t −
∑
τi<t

1{Yi=Xτi
=Sτi

}min
{
LB,n(τi, Xτi)− L

B,n(τi, Xτi + δ),∆+MS
τi

}
.

This means that from the original strategy only the surplus of limit order purchases at the lowest
price on the event Xτi = Sτi above market sell orders on Xτi = Sτi is actually realized. The
modified strategies lead to the same portfolio processes and satisfy (cf. Assumption 3.1(vi))

P
(

∆+M̃S,n
τi 1{τi<T, Yi=Xτi

=Sτi
} > 0 and

(L̃B,n(τi, Xτi)− L̃
B,n(τi, Xτi + δ))1{τi<T, Yi=Xτi

=Sτi
} > 0

)
= 0,

i.e. there are no transactions cancelling each other out. Then, from (5.27) it follows as in the
proof of Lemma 5.2 that

Mµ

({
(ω, t, x) | x = Xt(ω), sup

n∈N
(L̃B,n(ω, t, x)− L̃B,n(ω, t, x+ δ)) =∞

})
= 0 (5.45)

(note that on the set {Sτi < Yi = Xτi} buying and reselling by market orders leads to a loss
of at least δ > 0 per share). With (5.45) we can proceed as in the proof of Lemma 5.2 without
accessing Assumption 3.16 and arrive at Mµ(supn∈N L̃

B,n =∞) = 0.

6 Examples

We give an example of a sequence of limit buy order strategies whose portfolio processes con-
verge to the portfolio process of a market buy order strategy. An inspection of the proof of Theo-
rem 3.17 reveals that this phenomenon cannot occur if the execution measure µ is finite. Namely,
for Example 6.1 the last inequality of (5.42), which holds by Fatou’s lemma, is strict. On the other

hand, for a finite µ we have
∫

[0,·)×R+
LB(s, x)µ(ds, dx) = limn→∞

(∫
[0,·)×R+

LB,n(s, x)µ(ds, dx)
)

and thus also MB = limn→∞M
B,n.

This means that although the set of portfolio processes attainable by limit and market orders
is closed by Theorem 3.17, the set of portfolio processes attainable by limit orders alone is not
closed.
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Example 6.1. Assume that X = (Xt)t∈[0,T ] is a Lévy process with infinitely many downward
jumps, i.e. limn→∞ µ

(
(−∞,−1/n]

)
= µ

(
(−∞, 0)

)
=∞, where µ is the Lévy measure of X. Now

let us suppose that the best-ask price S is modeled as exponential-Lévy, i.e. St = S0 exp(Xt).
Consider the limit buy order strategies satisfying

LB,n(t, x) = (t− ϕ1,n
t )1{x≤St−− 1

n
St−} where ϕ1,n

0 = ϕ0,n
0 = 0,

i.e. limit prices are slightly below the best-ask price and directly after a successful execution at
time t the total number of bought assets is t (that is ϕ1,n

t = t). LB,n and ϕ1,n are obviously well-
defined with 0 ≤ ϕ1,n

t ≤ t as for every n and every path there are only finitely many executions.
Let us show that the associated portfolio processes (ϕ0,n, ϕ1,n)n∈N converge to ϕ0

t := −
∫ t

0 Ss ds
and ϕ1

t := t uniformly in probability. (ϕ0, ϕ1) is generated by the market buy order strategy
MB
t = t. Let Z1, . . . , Zm be i.i.d. exponential random variables with parameter 1. A well-known

limit result for maxima tells us that

P (Zk ≤ ln(m) + x, k = 1, . . . ,m) → exp(− exp(−x)), m→∞, ∀x ∈ R. (6.46)

By ∆S = S−(exp(∆X) − 1), an execution of LB,n is triggered by jumps ∆X ≤ ln(1 − 1/n).
The interarrival times of these jumps are i.i.d. exponentially distributed random variables with

parameter µ
((
−∞, ln(1− 1/n)

])
and thus we have for any ε > 0

P (“time between two successive executions of LB,n is always smaller than ε”)

≥ P

(
Zk < εµ

((
−∞, ln(1− 1/n)

])
, k = 1, . . . ,

[
2Tµ

((
−∞, ln(1− 1/n)

])])

−P

[2Tµ((−∞,ln(1−1/n)])]∑
k=1

Zk < Tµ
((
−∞, ln(1− 1/n)

]) , (6.47)

where [x] := max{k ∈ N0 | k ≤ x}. Put m := [2Tµ((−∞, ln(1 − 1/n)])]. By (6.47), (6.46), the
law of large numbers, and the fact that (µ((−∞, ln(1 − 1/n)]))n∈N converges faster to infinity
than (ln(2Tµ((−∞, ln(1 − 1/n)])))n∈N, it follows that for any ε > 0 there exists an n0 s.t. for
all n ≥ n0

P
(
|ϕ1,n
t − ϕ1

t | ≤ ε, ∀t ∈ [0, T ]
)

(6.48)

≥ P (“time between two successive executions of LB,n is always smaller than ε”) ≥ 1− ε.

It remains to show that (ϕ0,n)n∈N converges to ϕ0. We have that var(ϕ1,n)T ≤ T for all n ∈ N.
Consequently, we can apply Lemma 5.5 and conclude that

(
(S−, S) • ϕ1,n

)
n∈N converges to

(S−, S) • ϕ1 = −ϕ0 uniformly in probability.
Let ε > 0. Due to the up-convergence there exists an n0 ∈ N s.t.

P
(
|(S−, S) • ϕ1,n

t + ϕ0
t | ≤ ε/3, ∀t ∈ [0, T ]

)
≥ 1− ε/3, ∀n ≥ n0. (6.49)

For any δ > 0 and t ∈ [0, T ] we have that∣∣∣ϕ0,n
t + (S−, S) • ϕ1,n

t

∣∣∣ =

∣∣∣∣∣
∫

[0,t)×R+

∫ ∞
x

(y − Ss)LB,n(s, dy)µ(ds, dx)

∣∣∣∣∣
≤ δ

∫
[0,T ]×R+

∫ ∞
x

LB,n(s, dy)µ1,δ(ds, dx)

+ sup
s∈[0,T ]

|Ss| sup
s∈[0,T ]

|ϕ1,n
s − ϕ1

s|µ2,δ([0, T ]× R+) =: I(n) + II(n),
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where the decomposition µ = µ1,δ + µ2,δ is defined after equation (4.15). As∫
[0,T ]×R+

∫
[x,∞) L

B,n(s, dy)µ(ds, dx) ≤ T for all n ∈ N, we choose δ := ε/(3T ) to obtain P (I(n) ≤
ε/3) = 1 for all n ∈ N. We fix this δ and observe that P (µ2,δ([0, T ]× R+) < ∞) = 1. Thus, by
(6.48) applied to some appropriate ε̃ > 0, there exists an n1 ∈ N s.t. P (II(n) ≤ ε/3) ≥ 1−(2ε)/3
for all n ≥ n1. Combining this with (6.49) we arrive at

P (|ϕ0,n
t − ϕ0

t | ≤ ε, ∀t ∈ [0, T ]) ≥ 1− ε, ∀n ≥ n0 ∨ n1.

Example 6.2. In [9] and [12] small trader models are considered in which limit buy orders can
only be placed at the current best-bid S and limit sell orders only at the current best-ask price S
(or one tick above resp. below it). As S and S move continuously in time, it is interesting to
see how these strategies can be approximated by real-world strategies with piecewise constant
limit prices (and order sizes). For this purpose let us embed the model from Definition 1 in [12]
into the more general framework of the current article (for the model in [9] the arguments are
similar). Restricting to limit buy orders this yields strategies of the form

LB(ω, t, x) := L̃Bt (ω)1[0,St(ω)](x), (6.50)

where S is assumed to be continuous and the nonnegative predictable process specifying the size of
the limit buy order at the best-bid is now denoted by L̃B. The execution measure µ is given by the
condition that µ(ω, {t} × {x}) = 1 iff t = τi(ω) for some i ∈ N and x = St(ω), where τi are the
jump times of a counting process (e.g. a homogeneous Poisson process independent of S and S)
modeling the arrival times of noise traders. Theorem 3.13 yields that (6.50) can be approximated
by real-world strategies. The approximating limit buy order strategy Lδ,m from Definition 4.4
is given by Lδ,m(ω, t, x) = L̃Bt (ω)1[0,pm(ω,t)](x)1[[0,τδ]](ω, t), where pm(ω, t) := max{l2−m | (l −
1)2−m ≤ St(ω) ∧ (S

δ
t − 3δ)} and τ δ is defined in (4.10) for small δ > 0. This means that pm

usually lies slightly above the current best-bid price and is bounded away from the best-ask. For
fixed (ω, t), ξlt(ω) defined in the proof of Theorem 4.8 is only positive for at most one l in this
example (namely l has to satisfy pm(ω, t) = l2−m). Then, the approximating simple predictable ξ̃l

from (4.16) can be chosen to satisfy this as well. Thus we arrive at a single simple predictable
limit order whose limit price dominates S “most of the time” and the order size approximates
L̃B.

7 Conclusion

We provide a mathematical framework to model continuous time trading of a small investor
in limit order markets. Starting with quite arbitrary best bid and best ask price processes S
and S at which market orders can be executed, the execution of limit orders is modelled by
integer-valued random measures µ and ν which are consistent with S and S. The general limit
buy (sell) order strategies are predictable processes with values in the set of nonincreasing
demand (nondecreasing supply) functions – not necessarily left- or right-continuous in the price
variable. Accumulated market orders are nondecreasing predictable processes. The strategy
set possesses the desirable properties that it is closed (under the convergence “uniformly in
probability” of the portfolio process) and any attainable portfolio process can be approximated
by portfolio processes from elementary strategies uniformly in probability. An interesting
observation is that if the best-bid or the best-ask price processes possess infinitely many jumps
on compact time intervals, then a sequence of limit order strategies can turn into a market
order strategy when tending to the limit.
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Trading strategies with values in an infinite-dimensional space also appear in idealized (fric-
tionless) bond markets. The existence of tradable bonds for all maturities leads to a continuum
of assets and thus the portfolio is infinite-dimensional. However, here the economically mean-
ingful set of measure-valued portfolio strategies turns out to be too small as it is not complete
and one has to extend it to strategies taking values in the set of linear functionals acting on the
set of bond price curves (see [2], [6], and the references therein).
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[12] C. Kühn and M. Stroh. Optimal portfolios of a small investor in a limit order market: a
shadow price approach. Mathematics and Financial Economics, 3:45–72, 2010.

[13] H. Luckock. A steady-state model of the continuous double auction. Quantitative Finance,
3:385–404, 2003.

[14] J. Muhle-Karbe. On utility-based investment, pricing and hedging in incomplete markets.
PhD thesis, TU München, 2009.

[15] J.R. Osterrieder. Arbitrage, the limit order book and market microstructure aspects in
financial market models. PhD thesis, ETH Zürich, 2007.
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