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Risk process

Xt = x+ ct−
Nt∑
n=1

Yn

with x ≥ 0, c > 0. The time to ruin

τ = inf {t ≥ 0 : Xt < 0}

with inf ∅ =∞. Overshoot and surplus prior to ruin.)

Xτ and Xτ−

defined on (τ <∞) only. Gerber-Shiu problem: finding the joint distribution
of (τ ,Xτ−, Xτ).



Basic example: X is compound Poisson with linear drift, intensity λ > 0, (Yn)

iid independent of N.

Basic subexample: Yn exponential rate µ > 0. Ruin certain (Px (τ <∞) = 1

for all x ≥ 0) iff µ ≤ λc – what is then the Px-distribution of Xτ−?



F the distribution of Yn,

F = πF+ + (1− π)F−

with 0 < π ≤ 1, F+ a probability on ]0,∞[, F− a probability on ]−∞, 0]:

F+ (dy) =
m∑
r=1

αrµre
−µry dy (y > 0)

with m ∈ N, 0 < µ1 < · · · < µm, all αr 6= 0,
∑
r αr = 1, density ≥ 0.

Laplace transforms

L+ (ν) =
∫ ∞

0
e−νy F+ (ds) =

m∑
r=1

αr
µr

µr + ν
(Re ν ≥ 0) ,

L− (ν) =
∫ ∞

0
e−νy F− (ds) (Re ν ≤ 0) ,

L (ν) = πL
+

(ν) + (1− π)L− (ν) (Re ν ≤ 0, ν 6= all − µr) ,

L
+ analytic extension of L+.



MARTINGALE STRUCTURE: Q =
∑∞
n=1 ε(Tn,Yn) random counting measure

on R+×R, compensating measure (natural filtration) Λ = λ`⊗F , martingales

Mt =
∫

]0,t]×R
S (s, y) (Q (ds, dy)− Λ (ds, dy))

=
Nt∑
n=1

S (Tn, Yn)− λ
∫ t

0
ds

∫
R
F (dy) S (s, y)

with each process S (·, y) predictable (here just adapted, left-continuous).
(True MG if S uniformly bounded on ]0, t]× R× Ω for all t > 0).



The joint distribution of (τ ,Xτ): for θ ≥ 0, h : R → C suitably nice, want
MG of the form

Mt = e−θ(τ∧t)h (Xτ∧t) .

Can obtain (X0 ≡ x ≥ 0)

e−θτ∧th (Xτ∧t) = h(x) +
∫ t

0
Vs ds+Mt.

For t ≤ τ , Identify S by matching jumps, then identify V by matching deriva-
tives d/dt:

e−θτ∧th (Xτ∧t) = h(x) +
∫ t

0
1τ≥se

−θs (Ah (Xs)− θh(Xs)) ds+Mt

with A infinitesimal generator for X,

Ah(x) = ch′(x) + λ
∫
R

(h(x− y)− h(x)) F (dy) (x ≥ 0) ,

h bounded, h on ]0,∞[ ‘nice’, h on ]−∞, 0] measurable.



For θ > 0,
(
e−θ(τ∧t)h (Xτ∧t)

)
t≥0

is a martingale and

Ex
[
e−θτh (Xτ) ; τ <∞

]
= h(x) (x ≥ 0)

provided h is a partial eigenfunction for A corresponding to the eigenvalue θ,

Ah(x) = θh(x) (x ≥ 0) .

With F+ as above, the desired partial eigenfunction essentially has the form

h(x) =
m∑
k=1

dke
γkx (x ≥ 0)

where for θ > 0 the γk = γk (θ) are the precisely m solutions γ to the
Cramér-Lundberg equation

cγ − (λ+ θ) + λL (γ) = 0 (1)

with Re γ < 0 and the dk are found as the solutions to the linear system (2)
below.



Theorem 1 Let φ : ]0,∞[→ R be bounded and measurable.

(i) For θ > 0

Ex
[
e−θτφ (−Xτ) ; τ <∞

]
=

m∑
k=1

dke
γkx (x ≥ 0)

provided the solutions γk to (1) are distinct and with the dk the unique solutions
to the system

m∑
k=1

µr
µr + γk

dk = Ir (φ) (1 ≤ r ≤ m) (2)

where

Ir (φ) =
∫ ∞

0
µre
−µrzφ (z) dz.



(ii) For θ = 0

Ex [φ (−Xτ) ; τ <∞] =
m∑
k=1

dke
γk (x ≥ 0)

where if c/λ ≤ EYn (ruin is certain) γ1, . . . , γm−1 are the precisely m − 1

(assumed distinct) solutions to (1) with θ = 0 having Re γk < 0 and γm = 0

while if c/λ > EYn (ruin is uncertain) γ1, . . . , γm are the preciselym (assumed
distinct) solutions to (1) with θ = 0 having Re γk < 0. In both cases find the
dk by solving (2).



MORE SOPHISTICATED MODELS: MJ AAP 2005. (X,J) Markov with J
Markov chain on finite state space; between jumps X moves as a J-dependent
Brownian motion (could be degenerate); intensity forX to jump state-dependent,
J regenerates at each jump; ruin by ‘creeping’possible.
MJ JAP 2012, (X,Z) Markov, c ≥ 0 (only ruin by jump)

Xt = x+
∫ t

0
c (Zs) ds−

Nt∑
n=1

Un,

Z-dependent jump intensity. Generator

Af (x, z) = AZ◦f (x, ·) (z) + c(z)
∂

∂x
f (x, z)

+λ (z)
∫
R
F (dy)

∫
E
B (dv) (f (x− y, v)− f (x, z)) .

Results of form

Ex,z
[
e−θτ+ζXτ ; τ <∞

]
=

m∑
k=1

dk (z) eγkx (x ≥ 0, all z) .



GERBER-SHIU: attempt a decomposition

e−θτ∧tg (Xτ∧t−, Xτ∧t) = g(x, x) +
∫ t

0
Vs ds+Mt

withM a martingale? Of course not, non-sensical!



Consider processes Z of the form

Zt =

{
e−θth (Xt) (t < τ)

e−θτg (Xτ−, Xτ) (t ≥ τ) .

Decomposition

Zt = h(x) +
∫ t

0
1τ≥se

−θs (ch′ (Xs)− (λ+ θ)h (Xs) +Q (Xs)
)

ds+Mt

where for x ≥ 0

Q(x) = λ (1− π)
∫

]−∞,0]
F− (dy) h (x− y)

+λπ
∫ x

0
F+ (dy) h (x− y) + λπ

∫ ∞
x

F+ (dy) g (x, x− y) .



If h, g are bounded with h nice and

ch′ (x)− (λ+ θ)h(x) +Q(x) = 0 (x ≥ 0) ,

then Z is a martingale and

Ex
[
e−θτg (Xτ−, Xτ) ; τ <∞

]
= h(x) (x ≥ 0) .

With F+ as before and simple choices for g, h can be found as a linear com-
bination of 2m exponentials:



Theorem 2 Let γk be the solutions to (1) as before (whether θ > 0 or θ = 0),
let φ : [0,∞[→ R be bounded and measurable and let ρ ≥ 0. Then

Ex
[
e−θτ−ρXτ−φ (−Xτ) ; τ <∞

]
=

m∑
k=1

dke
γkx+

m∑
r=1

Are
−(µr+ρ)x (x ≥ 0)

where

Ar =
λπαrIr (φ) ρ

c (µr + ρ) ρ+ (λ+ θ) ρ− λρL (− (µr + ρ))

and the dk are the unique solutions to the system

m∑
k=1

µr
µr + γk

dk =
m∑
r0=1

µrAr0(
µr0

+ ρ
)
− µr

(1 ≤ r ≤ m) .

Remark 3 Note that for ρ = 0, λρL (− (µr + ρ)) = −λπαrµr so Ar = 0

while µrAr/ρ
∣∣∣ρ=0 = Ir (φ).



Example 4 Downward jumps only, exponential at rate µ: m = 1, π = 1.
Ruin certain iff c/λ ≤ 1/µ and then −Xτ ⊥ (τ ,Xτ−) and −Xτ is exp (µ).
For θ = 0 use γ = 0 so

A =
λI (φ) ρ

(λ+ cρ) (µ+ ρ)
, d = A

µ

ρ
,

Taking φ ≡ 1,

Ex
[
e−ρXτ−; τ <∞

]
=

λ/c

λ/c+ ρ

(
µ

µ+ ρ
+

ρ

µ+ ρ
e−(µ+ρ)x

)
(x ≥ 0) .

Result: let U ⊥ V , U ∼ exp (µ), V ∼ exp (λ/c). The Px-distribution of
Xτ− is that of

V + min(U, x).

Second result: if ruin is uncertain, c/λ > 1/µ, the conditional Px-distribution
of Xτ− given τ <∞ is that of

U + min(V, x).



NON iid JUMPS, THE ALBRECHER-BOXMA MODEL. (X,J) Markov with
J Markov chain on finite state space. Generator

Af (x, i) = ci
∂

∂x
f (x, i) + λi

∑
j∈E

pij

∫
R
Fj (dy) (f (x− y, j)− f (x, y)) .

Assume Fj = πjF
+
j +

(
1− πj

)
F−j ,

F+
j (dy) =

mj∑
r=1

αjrµjre
−µjr dy.

Real challenge: which Cramér-Lundberg equation? Sometimes the following is
true: define

qj (γ) =
λj

cjγ − λj − θ
, hij (γ) = pijqj (γ)Lj (γ)



Then for θ > 0,

Ex,i
[
bJτe

−θτφ (−Xτ) ; τ <∞
]

=
∑
k∈K

qi (γk) v
(k)
i βke

γkx (x ≥ 0, i ∈ E)

with K an index set of m =
∑
jmj elements, the γk the precisely m solutions

(assumed distinct) to the equation

det (I +H (γ)) = 0

with Re γ < 0,
(
v

(k)
i

)
i∈E

is for each k a non-zero right eigenvector for the

matrix H (γk) corresponding to the eigenvalue −1 and the βk are the unique
solutions to the system∑

k∈K

1

µjr + γk
qj (γk) v

(k)
j βk = bjIjr (φ)

(
j ∈ E, 1 ≤ r ≤ mj

)
.


