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Abstract

We consider an inverse boundary value problem for determining unknown scat-
terers, which is governed by the Helmholtz equation in a bounded domain. To
address this, we develop a novel convex data-fitting formulation that is capable
of reconstructing the shape of the unknown scatterers. Our formulation is based
on a monotonicity relation between the scattering index and boundary measure-
ments. We use this relation to obtain a pixel-wise constraint on the unknown
scattering index, and then minimize a data-fitting functional defined as the sum
of all positive eigenvalues of a linearized residual operator. The main advantages
of our new approach are that this is a convex data-fitting problem that does not
require additional PDE solutions. The global convergence and stability of the
method are rigorously established to demonstrate the theoretical soundness. In
addition, several numerical experiments are conducted to verify the effectiveness
of the proposed approach in shape reconstruction.
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1 Introduction

This article is concerned with an inverse boundary value problem for the Helmholtz
equation in a bounded region. Our goal is to reconstruct unknown scatterers inside
a domain by using the measured wave field on the boundary. Typically, Neumann
boundary data are prescribed as input, and an array of receivers is placed along the
boundary. The corresponding Dirichlet data measured by these receivers are then
used to identify the locations and shapes of the scatterers. This type of problem
has attracted substantial attentions in both science and technology fields, such as
non-destructive testing [1, 2] and medical imaging [3, 4].

Next, we present the mathematical formulation of an inverse boundary value prob-
lem for the Helmholtz equation. Let 2 C R™, n > 2, be a bounded Lipschitz domain
with unit exterior normal vector v, and let k£ > 0 be the frequency. We consider the
following Helmholtz equation with a Neumann boundary data g € L?(92)

Au+k%2qu =0, in§,
(1)
auu =4, on 89,

where g(z) € L>(£2) denotes the refractive index. We define the Neumann-to-Dirichlet
(NtD) operator by

A(q) : g € L*(09) — u € L*(99). 2)
For any fixed £ > 0, to ensure the Helmholtz problem has a unique solution, the
domain of the NtD operator is defined as

D(A) = {q(z) : q(x) € L=(2) \ Lr(Q)}, 3)

where Ly () represents the set of all ¢ € L>°(Q) for which k is a resonance frequency.
The forward problem associated with (1) is to determine the field u for a given param-
eter ¢ and boundary input g. The well-posedness of this forward problem can be
conveniently found in [5]. The inverse problem we are concerned with is to determine
scatterers, i.e. regions where the refractive index ¢ € D(A) differs from 1, from the
knowledge of finitely many measurements

Fn:DA) = S,, Fulg) = </ 9: A (q)g; ds) , (4)
oQ i,j=1
where S,, C R™*"™ denotes the space of symmetric matrices and {g1, g2, - , gn } forms

an orthonormal basis in L2(99).

Inverse boundary value problems for the Helmholtz equation are typically nonlinear
and severely ill-posed. Regarding uniqueness, Sylvester and Uhlmann [6] established
global uniqueness under the assumption that the refractive index is a bounded mea-
surable function. Furthermore, Harrach, Pohjola, and Salo [5] demonstrated local
uniqueness from partial boundary data. Concerning stability, Hihner and Hohage [7]
proved that the aforementioned inverse boundary value problem exhibits logarithmic
stability. Subsequently, Beretta et al [8] provided a Lipschitz stability estimate under



the assumption that the refractive index can be represented as a linear combina-
tion of piecewise constant functions. With respect to numerical methods, optimization
techniques are widely used for reconstructing unknown scatterers. These approaches
involve solving a minimization problem, where the objective function measures the dis-
crepancy between measured data and numerical solutions [9]. However, they typically
require a good initial guess for the unknown parameters as prior information, and the
quality of the reconstruction strongly depends on the choice of regularization param-
eters. Moreover, such iterative methods lack theoretical guarantees for convergence,
and the associated optimization process is computationally expensive. In contrast,
non-iterative methods, such as the linear sampling method [10, 11], factorization
method [12, 13], probe method [14], direct sampling method [15, 16], and the recently
developed monotonicity method [17-27], offer rigorous theoretical justifications and
do not require initial guesses or regularization parameters. Nevertheless, these non-
iterative approaches rarely achieve high reconstruction resolution. To address these
challenges, Harrach and Minh [28, 29] proposed a monotonicity-based regularization
method for solving the inverse conductivity problem by combining the monotonicity
method with data-fitting functionals. This method not only achieves good reconstruc-
tion performance but also guarantees global convergence. Later, Eberle and Harrach
[30] extended this technique to inverse boundary value problems for stationary linear
elasticity. It is worth noting that monotonicity-based regularization methods have so
far been applicable only to stationary models.

In this work, we extend the framework of the monotonicity-based regularization
method to the frequency-domain Helmholtz equation in a bounded domain. It is worth
noting that this extension is nontrivial and involves subtle and technical analysis. To
highlight the novel contributions of the current study, we present three remarks as
follows. Firstly, the monotonicity-based regularization technique has been developed
primarily for stationary problems [28, 30] and cannot be directly applied to frequency-
domain problems, such as the Helmholtz equation. The main difficulty arises from the
fact that the Helmholtz equation is not coercive but a compact perturbation of a coer-
cive equation. To address this issue, we provide a rigorous proof demonstrating that the
domain of the Neumann-to-Dirichlet operator (excluding the eigenvalues) is an open
set. Then we prove that the Neumann-to-Dirichlet operator is Fréchet differentiable
in this domain and provide its Fréchet derivative in quadratic form. Furthermore, we
establish a monotonicity relation between the refractive index and the Neumann-to-
Dirichlet operator via its Fréchet derivative. Secondly, in contrast to the conductivity
equation, the monotonicity relation for the Helmholtz equation holds only up to sub-
spaces with finite codimension, specifically less than the number of positive Neumann
eigenvalues [5]. While the upper bound for the codimension of the subspaces has been
improved in [31], determining an optimal upper bound remains an open issue. To
tackle this challenge, we consider a circular model with a two-layer symmetric and
piecewise constant medium, and numerically estimate the upper bound for the codi-
mension of the subspaces. Finally, the monotonicity-based regularization method in
[28], is formulated by minimizing a linearized residual functional with respect to the
Frobenius norm. However, since the monotonicity relation for the Helmholtz equation



is established only in subspaces of finite codimension, minimizing the linearized resid-
ual functional with respect to the Frobenius norm may fail in this case. To address
this issue, we propose a novel strategy that minimizes the sum of the positive eigen-
values of the linearized residual functional, which is solved by using the semidefinite
programming. Noting that there is no constraint on the corresponding negative eigen-
values, the minimization problem may fail to converge in the presence of measurement
noise. To enhance the stability of the approach, we also add the Frobenius norm of
the linearized residual functional as a penalty term, with the noise level serving as the
regularization parameter. Therefore, the theoretical justifications for convergence and
stability are significantly more challenging than those for stationary models.

The promising features of the proposed monotonicity-based regularization
approach for the Helmholtz equation can be summarized in two key aspects. On the
one hand, the method offers high computational efficiency and low computational cost.
Specifically, at each iteration step, there is no need to solve the forward problem, as
the algorithm employs a single-step linearization and retains a fixed Fréchet derivative
throughout the entire iterative process. Furthermore, although the method is based
on minimizing the sum of all positive eigenvalues of the residual functional, this quan-
tity is efficiently evaluated via semidefinite programming (SDP), thereby avoiding
explicit eigenvalue computations. On the other hand, in contrast to other optimiza-
tion methods that offer only local convergence, the proposed method guarantees global
convergence and exhibits robust performance. To the best of our knowledge, this is
the first attempt to minimize the sum of all positive eigenvalues with a guarantee
of global convergence, owing to the convexity of the objective functional. Interested
readers are also referred to the globally convergent algorithms and convexification
techniques presented in [32-35]. Notably, the method does not require prior knowl-
edge of the refractive index of the unknown scatterer or an accurate initial guess, only
the background refractive index is assumed to be known. Furthermore, the method
demonstrates strong stability, maintaining reliable performance even under 10% and
1% measurement noise for single and multiple scatterers, respectively.

The rest of the paper is organized as follows. In Section 2, we first show that the
set Ly () defined in (3), is closed by applying the Banach-Alaoglu theorem. As a
consequence, the domain of the Neumann-to-Dirichlet operator A(g), excluding the
eigenmodes, forms an open set. Next, we prove that the Neumann-to-Dirichlet operator
is Fréchet differentiable and derive its Fréchet derivative in quadratic form. We then
establish a monotonicity relation between the refractive index ¢ and the Neumann-to-
Dirichlet operator A(g). Finally, we propose a strategy to estimate the upper bound
of the number of negative eigenvalues based on numerical calculations for piecewise
constant layers. In Section 3, we focus on the monotonicity-based method for recon-
structing the shape of unknown scatterers. First, we introduce the residual functional
obtained via single-step linearization. Second, we present the associated minimization
problem, where the objective functional is defined by the sum of all positive eigenval-
ues and the constraint is formulated using a monotonicity relation, serving as a form of
regularization. Third, we provide theoretical justifications for global convergence and
stability, demonstrating the effectiveness of the proposed method. Several numerical
experiments are presented in Section 4 to validate the performance of the proposed



approach. In particular, we provide a selection rule for determining the upper bound
of the regularization term.

2 A monotonicity relation for the Helmholtz equation

In this section, we establish a monotonicity relation between the refractive index ¢ and
the Neumann-to-Dirichlet (NtD) operator A(g), which is also related to the Fréchet
derivative of the NtD operator. It is noted that the openness of the domain D(A) is
a necessary condition for the NtD operator A(q) to be Fréchet differentiable. To this
end, we first demonstrate that D(A) is an open set.

Lemma 1 Let A(q) be the Neumann-to-Dirichlet operator defined in (2), associated with the
Helmholtz equation (1). Then the domain D(A) defined in (3) is an open set.

Proof According to formula (3) and the definition of open sets, it suffices to show that L ()
is a closed set. To this end, assume there exists a sequence {gn} C Li(Q) such that ¢, — ¢*
in L°°(Q). We then prove that ¢* € L (Q).
Given gn(z) € Ly (), there exists a non-trivial solution u, € H*(Q) to the homogeneous
equation
Aun + k?qnun =0, in Q,
()
ayun = O, on 0f2.
Without loss of generality, we assume ||gn| () < 2[¢"[|L(q), and that un is normalized
in L2(Q), such that unllz2(q) = 1. Since the last homogeneous equation (5) satisfies the
following variational form
/ [Vun|? — k2 gn|un|® dz = 0,
Q
one can derive that
2
lunll g1 () = llunllz2) + IVunll2(o) < 14 267191 - ¢ || Lo () < o0,

where |©2| denotes the volume of Q. Thus, the sequence {un} is uniformly bounded in H*(€2).
By the Banach-Alaoglu theorem [36], there exists a subsequence un, € H'(2) and a function
u* € HY(Q) such that un, — u* weakly in H(Q). By the weak convergence un, — u*
in H'(Q), and the strong convergence gn, — ¢* in L(Q) ({gn,} is the corresponding
subsequence of {gn }), we obtain

/Q(Vuns Vo — k2 gn,un,v)dz =0, forall v e H(Q).
Passing the limit as ns — 0o, one has
/Q(Vu>k Vv — K2 ¢*u*v)dz =0, forallv e H*(Q),
which implies that u* is a solution to the following homogeneous equation
Au+ Kk’ q*u=0, inQ,

ovu =0, on Of).



Furthermore, due to the compact embedding of H*(2) into L?(£2), one can find that w,, — u*
strongly in L?(£2). It follows that u* is not identically zero, as ||un, lz2(q) = 1. Therefore,
u* is a non-trivial solution to the above homogeneous problem corresponding to ¢*, which
implies that ¢* € L (). O

Next, we characterize the Fréchet derivative of the NtD operator A(q) associated
with the Helmholtz equation in the following lemma.

Lemma 2 Let ¢ € D(A), then the NtD operator A(q) is Fréchet differentiable and its
derivative N (q)h € L(L*(8Q)) is associated with the quadratic form

/ g(A'(q)h)gds:/k2h|u|2dx.
o0 Q

where h € L () denotes a shift term with respect to q.

Proof The equivalent weak formulation of (1) is to find u € H*(Q) such that
/ (Vu- Vv — K quv) dz = / gvds, forall v e H*(Q). (6)
Q o0

Let a(g;u,v) denote the left-hand side of the variational formula (6). It can be expressed as
a sum of a trilinear form b(g; u, v) and a bilinear form ¢(u, v),

a(g;u,v) := b(q;u,v) + c(u,v),

where
b(q;u,v) = —/ k?quvdz, and c(u,v) = / Vu - Vode. (7)
Q Q

Since D(A) is an open set by Lemma 1, it follows from [37, Lemma 2.1] that the NtD operator
A(q) is Fréchet differentiable, and its Fréchet derivative A’(q) satisfies

a(g; (A'(9)h)g,v) = —b(h; Ag)g,v), forall v € H' (Q).
Noting that v = A(q)g, and using (6) with v = u, one can find that

alaih@g.w) = [ guds= [ gh@gds,
o0 o0
Furthermore, replacing A(g) with A’(g)h, we obtain
ala: (V@) = [ o0 (@h)gas ®)
Thus, by combining equations (7)—(8), we deduce that
[ s @hgds = a(as (' @h)g. ) = =b(h: @) = [ Kbl da,
which completes the proof. O

With the Fréchet derivative of NtD operator presented in Lemma 2, we now estab-
lish the monotonicity relationship between the refractive index g and the NtD operator

A(g).



Theorem 3 Let ¢ € D(A) be the refractive index of the scatterer and let d(q) € N be the
number of negative Neumann eigenvalues of the operator —(A + qu). Then there exists a
subspace Vi C L?(9Q) with dim(Vy) < d(q) such that

/a (M@ = Alao) = N'(ao)a — a0)) gds 2 0, for all g € Vi

where qo denotes the background refractive indez.

Proof Let ug, be the solution to the following equation
Au+ k2q0u =0, in{,
ovu =g, on 0€).

From [5, Theorem 3.5], one can find that there exists a subspace Vi C L?(9Q) with dim(V;) <
d(q) such that

/6 9@ = Aa)) g s > /Q K2(q — o) lugo|? ds, for all g € Vi,

Therefore, combining the last formula and Lemma 2, one can find that

/8 (M@ = Alao) = N'(ao)g — a0)) gds > 0, for all g € Vi

which completes the proof. O

Remark 1 According to Theorem 3, by interchanging the refractive index ¢o and g, one can
deduce that there exists a subspace Vo C L?(99) with dim(V5) < d(qo) such that

/8 _9(M) = M)~ N(@)a — ) gds <0, for all g € 5" )

Remark 2 Theorem 3 states that the operator A(q) — A(go) — A’(go)(¢ — qo) has finitely
many negative eigenvalues, with an upper bound of d(q). But the bound on d(q) is typically
unavailable in practice since the refractive index ¢ is unknown. In fact, as shown in [5,
Corollary 3.11], one can take gmax to be the essential supremum of ¢(z), so that d(gmax)
provides an upper bound for d(q). However, this bound is excessively large and may reduce
the accuracy of the inversion. To address this issue, we will introduce a strategy to estimate
the upper bound for d(g) in Section 3.1.

3 A Monotonicity-based regularization method

In this section, we introduce a monotonicity-based regularization method to determine
the shape of the unknown scatterer from the measured data F,(q), as defined in (4),
by utilizing the monotonicity relation established in Theorem 3. Rigorous theoretical
justifications of the convergence and stability are provided to verify the validity of
the proposed method. Before our discussion, we introduce a model setting used to
estimate an upper bound for d(q).



3.1 Model setting

For the Helmholtz equation (1), we assume that the background refractive index gy €
R, is known as a priori information and the refractive index of the investigated object
is defined as ¢ := qo + Yxp, where D C  represents the shape of the target and xp
represents the characteristic function of D. Here, we further assume that v € L(D),
where L (D) is a subspace of L*°(D) with positive essential infima. Without loss
generality, we suppose that

qo < Gmin S Q(x) S Gmax in D7
q(x) = qo, in Q\D.

Here ¢min and gmax respectively represent as the infimum and supremum of g(x). Since
the exact shape D is also unknown, we assume the existence of a domain €2y C €2 such
that D C Qg. Furthermore, we consider the following Helmholtz equation

Au+ k*qu =0, inQ, (10)

where the refractive index is assumed to be a radially symmetric, piecewise constant
function
Gmax, T € Q0 - Qv
q(z) = (11)
qo, x € O\ Q.

According to [5, Lemma 3.9], one can find that d(q) < d(q) < d(gmax) whenever
q(z) < q(x) < gmax for all z € Q. Therefore, a sharper upper bound d(q) for d(q) can be
obtained. Numerically, one can utilize the finite element method to determine d(g) by
computing the number of negative eigenvalues of the stiffness matrix associated with
the operator —(A + k2q), since d(q) is the number of negative Neumann eigenvalues
of this operator.

3.2 Monotonicity-based regularization

In order to reconstruct the difference ¢ — ¢o or vxp, we compare the measurements
Fn(q) with F,(qo) for the background refractive index go. To this end, we apply a
single linearization step

Fr(20)(q — q0) = Fn(q) — Fu(qo), (12)

where F/(qo) : L®(2) — S,, C R™*™ denotes the Fréchet derivative of F,(q) at qo,
given by

n

Fl(qo) : h— (/ k2 h ul99) 099 dx) . (13)
Q

i,j=1
To solve the above problem, we discretize the whole domain Q = U%:l P,, into M
disjoint open pixels P,,,. We approximate the difference h ~ q¢ — gy using a piecewise



constant ansatz
M
h = Z amXxp,,(x).
m=1

Then the formula (12) can be rewritten as the following linear equation

‘F’I/I(QO)h = ]:n(Q) - fn(QO)'

Furthermore, we define the residual functional as

Next, we present the monotonicity-based regularization approach for reconstruct-
ing the shape of the unknown target. The main idea of the monotonicity-based
regularization approach is to minimize the linearized residual functional subject to
a constraint on A, which is derived from the monotonicity properties established in
Theorem 3. Let A;(R(h)) > X2(R(h)) > ... > A, (R(h)) denote the n eigenvalues

of R(h) in descending order. To determine h, we consider the following minimization
problem with the sum of all positive eigenvalues of R(h) as:

min [ 37 A0 |, (14)
where A denotes an admissible set of h, defined by

M
A= {h eL>®(Q): h= Z amXp, (), 0 < an, < min(¢min — qo,ﬁm)} ,
m=1

with

Bm :=max {a > 0: A(q) — Alqo) — @A (q0)XP,, Za(g) 0} - (15)
Here the linear constraint 3, is defined by a monotonicity test, which also serves as
a special regularizer.

Remark 8 In the minimization problem (14), we minimize the residual functional using the
sum of all positive eigenvalues, rather than the Frobenius norm of the operator R(h). This
choice is motivated by the fact that minimizing the Frobenius norm does not guarantee global
convergence for the Helmholtz equation, in contrast to the cases of electrical impedance
tomography (EIT) and stationary elasticity [28, 30, 32].

3.3 Convergence analysis

In what follows, we show that the support of the minimizer % in (14) agrees with the
scatterer’s shape D. Before our discussion, we introduce the following two lemmas.



Lemma 4 Let Bm be defined in (15). For any pizel Pm, it holds that Pm C D if and only if
Bm > 0. Moreover, for Py C D, it holds that Bm > ¢min — 90-

Proof Step 1: We prove that Py, C D implies Bm > qmin — qo > 0. Let P, € D, all a €
[0, Gmin — qo). By Theorem 3 there exists a subspace V C L?(9Q) with dim(V) < d(q) < d(q),
so that, for all g € VJ‘,

/ 9(A(g) — Ago) — A (d0)axp,, )g ds
o0

> / a(A' (20)(a — 00) — A (a0)orxp,, g ds

m

~Jon

2/ kz(q—q0)|u((1g)|2dx—/ kz(Qmin_QO)luflg)lzdx
D P,

>0

Hence, according to the definition of B, one can find that Bm > qmin — g0 > 0.

Step 2: We will demonstrate that if 8, > 0, then Py, C D; conversely, if Py ¢ D, then
Bm = 0. By the definition of 8y, this is equivalent to the statement that for all & > 0, the
inequality A(q) —A(qo) —aA (qo)x P, Zd(g 0 holds. In what follows, we prove this by contra-
diction: assume that P, Z D, there exists o > 0 such that A(g)—A(go)—aA (90)xp,, >4 O
Then there exists a subspace V C L?(Q) with dim(V) = d(q) such that for all g € V1, it
holds that

/6 (M) = Alao) = A (), Jg ds > 0 (16)

By combining inequalities (16) and (9), there exists a subspace V C L?(89) with V C V and

d(¢) < dim(V) < d(§) + d(qo), such that

0< /m 9(A(q) — A(go) — A (q0)axp,, )gds
< [ K- a1 do - /Q KRaxp, [u 2 dz (17)

< 12 (gmax — ) / W2 dz — k2o / @2 da
D

m

for all g € V. By [5, Theorem 4.2], there exists a constant €' > 0 such that
k? (qmax — q0) /D w2 dz < Ck? (gmax — q0) /D s ? de (18)
for all g € V. Combining inequalities (17) and (18), one can find that

0 < CK (gmas — @) /D [uf? dz — Ko /P [ufl)|” da (19)

m

for all g € vt Noting that P, ¢ D, according to localized potentials [5, Theorem 4.1], there
exists a sequence gm € VL such that

lim |u,(1'zm)\2 dr — oo, lim / |u£1‘g"")|2 dz — 0.
This contradicts the inequality (19) and the proof completes. O

R’ILXTI

Lemma 5 For all pixels Py, the matrix F,'L(qo)xpm - is a positive definite matriz.

10



Proof For all v = (v1,v2, .,.,vn)T € R", using formula (13) and Theorem 2, one can deduce
that
T n
2 2
v (Frlgo)xp, v =Y vivj{gi, A (q0)xp,95) = (9, (20)x P, 9) = /P K a2 da > 0,
i=1 ™

R™™ ™ is a positive

where ¢ = Y. ; v;g;. The above formula shows that F7,(q0)xp, C
semi-definite symmetric matrix.
To prove definiteness, we argue by contradiction, and assume that there exists 0 # v € R"

with (F7,(q0)x p,, )0 = 0. Then, by linear independence, and as above,

n
=Y 020, ad [ BP0
i=1 P

m

(9) —

From the last equation, one can find that ug’ = 0 in Pp,. Note that P, C Q is an open

set, the analyticity property [38, Theorem 2.2] of the Helmholtz equation also implies that

u((zg) = 0in Q and hence § = 0 on 992. This contradiction implies that f,’L(qo)Xpm is a positive

definite matrix. O

We now present the convergence result for the minimization problem (14).

Theorem 6 Consider the minimization problem

min A(R(W) |, (20)
heA {j:%;o} J

where R(Rh) is a n X n symmetric matriz depending on the parameter h € A. Then it holds
that:

(i) Problem (20) admits a unique minimizer h.
(i) For any pizel Pm, it holds that Pm C supp h if and only if Pm C D.
Moreover, h = Z%:l min(gmin — 40, Bm)XP,, -

Proof (i) Without loss of generality, we assume that A (R(h)) > Aa(R(h)) > ... > A (R(h))
denote the n eigenvalues of the symmetric n x n matrix R(h) in descending order. We first
show that h € A implies A\;j(R(h)) > 0 for all j =1,...,n—d(g). By Theorem 3 we have that

A(g) — A(go) — N (q0)h >q(5) N (90)(q — g0 — h) > 0.

This shows that A(q) — A(go) — A’'(go)h can have at most d(q) < d(§) negative eigenvalues.
Thus, this also holds for its Galerkin projection R(h) = Fn(q) — Fn(qo) — Fn(qo)h-

Due to A\;(R(h)) > 0 for all j = 1,...,n — d(q), the sum of all positive eigenvalues of
R(h) can be equivalently expressed as

®(h):= Y N(R(h) = _pnax ZAj(R(h)). (21)
Ui e0) $=0rend(@)

Since the matrix-valued function R(h) € Sy depends continuously on h, each eigenvalue
Aj(R(h)) is also a continuous function of h. As R(h) is a symmetric matrix with eigenvalues
ordered in descending order, the sum of its (n—s) largest eigenvalues (partial sum) also varies

11



continuously with h. Note that the function ®(h) takes the maximum over a finite set of such
partial sums, the mapping h +— ®(h) is continuous. Therefore, ®(h) attains a minimum on
the compact set A. The uniqueness of h will follow from the proof of (ii).

(ii) We first show that if A = Z%Zl amxp,, (x) € A is a minimizer of problem (20),
then h = Zf\n/le min(gmin — 90, Bm)XPp,, (x). According the definition of h, it is obvious that

h< Z%:l min(¢min — g0, Sm)xp,, (). In what follows, we show that there is a contradiction

for h < Z,,Ale min(gmin — 40, Bm)XP,, ()

If there exists a pixel Pp such that fz(x) < min(¢min — 90, Bm), we choose 7 > 0 such
that h 4+ 7xp,, = min(gmin — 9o, Bm). Furthermore, we will show that

O(h+rxp,) < O(h), (22)

which contradicts the minimality of h. Let A1(h) > Az(h) > > An(h) be n eigenvalues
of R(h) and A\i(h + 7xp, ) > Xa(h+ Txp, ) = -+ > An(h + TXp,,) be n eigenvalues of
R(h+ TXp,,)- Since

R(h+7xp,) = R(h) = 7F)(20)XP,,,
together with the fact that F,(go)xp,, is a positive definite matrix in Lemma 5, we can apply
Weyl’s inequalities to get that

Ai(il-‘rTXPm) < Ai(h), forallie{1,2,..,n}.

Hence,
) A n—s R n—s R
@(h+7xp,) — ®(h) = max Aj(h+7xp,) = _max Aj(h) <0,
( ) = (k) 5:0,...,d(q*)jz::1 i ) 5:0,.-.41((2);::1 i)

which implies (22) and then contradicts the minimality of h. Thus, we obtain that h =

M .
Zm:l mln(Qmin — 40, /Bm)zépm (I)

Note that, Py, C supp h if and only if S > 0 and, by Lemma 4, this holds if and only if
Py, € D. Moreover, Lemma 4 implies that

il* Gmin — q0, for Pm C D,
0, for Py, € D.

3.4 Stability analysis

Now, we consider the stability of the proposed monotonicity-based regularization
method. Let the measured noisy data A°(q) satisfy

1A (q) — Al zcz200)) <9,
where 0 > 0 represents the noise level. For simplicity, we define
Vi=A(g) = Alg) and V°:=A%(g) — Algo).
To ensure that V?° is a self-adjoint operator, one can redefine V? as

5 _ V6 4 (Vé)*'

v 2
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Furthermore, we replace the monotonicity test (15) with
B :=max{a>0:V°—aA (q)xp, >a@ —01}, (23)

where [ is the identity operator.
Before discussing stability, we present the following key lemma.

Lemma 7 Assume that |A%(q) — A (L2(00)) <9, then for every pizel Pm, it holds that
B < B for all § > 0.

Proof Since V —V? is linear, bounded and self-adjoint, for any g € L?(9Q) with l9ll2(a0) #

0, we have
g 5 9
)
<\|g\| V=Vl

= 1gI*IlV = VOl £(z200)
= llg1*1A(a) — A’ (@)l (22 (062
< 6)lgl>.

g, (V= V")) = |lg||

Thus, —6I < ViV < 01 in quadratic sense. Furthermore, according to the definition of
Bm (15), one can find that

V® —aN (q)xp, >V —aN (qg)xp, + (VO = V) >gq —0I, forallaclo, Bl (24)

Hence, according to definition of B,‘En in (23), one can find that B, < /Bfn for all § > 0. O

Remark 4 As a consequence of Theorem 6 and Lemma 7, it holds that
(1) If Py, lies inside D, then Bfn > Gmin — 490-
(2) It ﬂ;; =0, then Py, does not lies inside D.

Now we present the following stability result.

Theorem 8 Consider the minimization problem

min | 35 N (R(W) + IR (M)r | (25)
{j:Aj>0}

where R (k) := F°(q)—F(q0)—F (qo)h, ||-|| p denotes the Frobenius norm, and the admissible
set corresponding to noisy data is defined by

M
_A5 = {h, c LOO(Q) : h= Z amXPm(w), 0<am< min(Qmin - QOﬁgz)} .
m=1

Then it holds that

(i) Problem (25) admits a minimizer;

13



(i) Let h = Z%:l min(gmin — 90, Bm)xp,, ond he = 2%21 d‘fnxpm be the minimizers of
problem (20) and (25), respectively. Then h® converges pointwise and uniformly to h as § — 0.

Proof (i) Let
®(h):= 3 NR(W)+ R (h)]|p.
{5: X;>0}
Then, with the same arguments as in the proof of Theorem 6, it is obvious that problem (25)
admits at least one minimizer in the compact set A? since h — éé(h) is continuous.

(i) Step 1: convergence of a subsequence of h®. For any fixed m, noting that 0 < d‘,sn <
Gmin — 90, by Weierstrass’ theorem, there exists a subsequence (&‘15", s &ﬁ}’[’) converging to
some limit (ay,...,apr), as 0n — 0. It is clear to find that 0 < am < gmin — qo for all
m=1,...M.

Step 2: upper bound and limit. We shall check that am < B for all m =1, ..., M. Due
toV6—>Vas<5—>0,wehave

V —amA'(q0)xp, = lim (Vé" - dfv’{/\/((Jo)XPm>
dpn—0

any fixed m. Therefore, using (24), we have
(9. (V — amA'(g0)xp,)g) = Jim (g, (V" ~ i A (a0)xP,.)9)
> li =y =0
>4 anlglo@’ ng) =0,

for any g € L*(992) with 9l 2 (a0) # O

Step 3: minimality of the limit. By Lemma 7, one can get that min(gmin — g0, Bm) <
min(gmin — qo,ﬁ,‘;) for all m = 1,..., M. Thus, h belongs to the admissible class of the
minimization problem (25) for all § > 0. By the minimality of 2%, one can obtain

% (R%) < @°(h). (26)

Denote by h = an\{:l amXp,,, where am’s are the limits obtained in Step 1. Let

M
R (i) = <g¢, <V5" - d%A/(qo)XPm> gj>

m=1
and
M
R(h) = <gz’, (V -> amA,(QO)XPm) gj>
m=1
Since V% — V and df}; — am for any m € {1,..., M} as 6, — 0, it is easy to check that

R%"(h%") — R(h) as 6, — 0. Thus, we have 'i;“s" (h9) — ®(h) as 6, — 0. Moreover, by a
similar argument, one can obtain ®°= (h) — ®(h) as 6, — 0. Thus, it follows from (26)

®(h) < ®(h).
Notice that & is a minimizer of problem (20) and h = Zf\le amXxp,, belongs to the admissible
class of problem (20), together with the above inequality, it implies that h is also a minimizer.
By the uniqueness of the minimizer of problem (20) in Theorem 6, we get h = h.
Step 4: convergence of the whole sequence h°. We have proved that every subsequence
of (ﬁd’ ey ﬁ?w) has a convergent subsubsequence, which implies the convergence of the whole

sequence (hS, ..., hY;) to (Min(gmin — g0s B1); -+ M (Gmin — 90, B1r))- O
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Remark 5 In Theorem 8, we incorporate the penalty term §|| R’ (k)| into the residual func-
tional. The primary purpose of this addition is to ensure that the minimization problem
with noisy data, given in (25), converges to the original noise-free problem (20) stated in
Theorem 6. This formulation is designed to guarantee both theoretical global convergence
and robustness to noise in numerical implementations.

4 Computational experiments

In this section, we present several numerical experiments to demonstrate the effec-
tiveness and efficiency of the monotonicity-based regularization method. Before
proceeding, we introduce some relevant notations and the forward problem calcula-
tions.

4.1 Data generation

To begin with, we specify the procedure for generating the artificial data V' := F,,(q) —
Fnlqo) and S, := F, (qo)xp,,, where F,,(q) and F, (qo) are defined in (4) and (13),
respectively. Let £ be the unit disk centered at the origin in two dimensions. We
consider the Neumann data g; in the following orthonormal set of L?(99):

1 1
{1, ﬁsm(jgo), ﬁcos(j@) ] = 1,2,...,N1}, N = 2N1 + 1.

In the following, we set the number of basis functions to N; = 16, i.e., N = 33. We
note that

o0 o0

where ug is the solution to the Helmholtz equation (1) for the refractive index g and

the Neumann boundary condition g;. To reduce computational cost, we denote by V7

the difference ug — ugo, then v7 satisfies the following system:

AV + B2 g’ = kK2 (qo — q)u! ,  in Q,
q (q0 — q@)ul), (27)

9,07 =0, on 012,
where ugo admits a unique solution on the unit disk:

I (kr/q0)
k/qom J3, (k\/q0
I (kr/q0)
k/qom T3, (k\/q0

Here the pair (r, @) represents the polar coordinates for the unit disk 2. Furthermore,
the system given in (27) is solved using the COMSOL (a finite element software)

1
sin(jp), if g; = —=sin(jyp),
) Ty

u‘;o (r7 90) =

) cos(jp), ifg;= % cos(jp).
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via the coefficient form PDE model. Interested readers could refer to the EIT model
presented in [39] for more details.
Thus, each element of the matrix V' can be represented by

Vm‘:/ giv'ds, i,j=1,2,..,N.
o0

Moreover, each entry of the matrix S,,, i.e.,

Shi — /{m gi(N (@)xp,)g; ds :/ k2uf]0ugo dz, 4,7=1,2,...,N,

m

can be computed on each triangular element P,, by using area coordinates with the
linear Lagrange elements. To test the stability of the proposed method, we also add
some noise to the measurements, i.e.,

E
VOi=V4+_—
|E| r

where § > 0 represents the noise level and E is a random matrix in RV*Y with a
uniform distribution between —1 and 1. To ensure that V? is a symmetric matrix, we
redefine it as V° = ((V?)* 4+ V?) /2.

Next, we provide the details for determining d(q). Noting that d(q) is the number of
negative Neumann eigenvalues of the operator —(A+k2g), we introduce the variational
form of the equation (10), given by

/(Vu Vv — k*quu)dz =0, forall v € H'(Q).
Q

For simplicity, we set €2 to be the unit disk, and let Qy be a concentric disk with
radius 9 < 1. Moreover, let ¢ be the piecewise constant function defined in (11). We
then utilize the linear Lagrange elements to discretize the above variational equation
to obtain the algebraic system

(K — k*M)u =0,

where K and M denote the stiffness and mass matrices, respectively, and w is the
vector of unknown coefficients. Thus, d(q) is obtained as the count of negative eigen-
values of the discretized matrix K — k2 M. In Figure 1, we present numerical results
for computing d(q) for varying radius r¢ with different wavenumber k& and refractive
index guax. It is clear to see that the number of negative eigenvalues decreases as the
radius rg decreases. This observation indicates that a more accurate upper bound for
d(q) can be obtained when a priori information about the compact support of ¢ is
available.

Finally, we introduce a strategy to determine 32, corresponding to the pixel P,,.
By replacing the infinite-dimensional operators V° and A’(qo)xp, with the n x n
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Fig. 1 The number of negative eigenvalues d(q) for varying radius rg, with different wavenumber &
and refractive index gmax-

matrices V? and S,,, the monotonicity test in finite dimensions can be rewritten as:
B = max{a>0: V°—a$,, >a@g) —o0I}. (28)

As before, let \i(A) > -+ > A, (A) denote the eigenvalues of a symmetric matrix
A € R™™ in descending order. Note that A,(Sy,) > 0 since S,, = F} (q0)xp,, is a
positive-definite matrix by Lemma 5. Hence, we can define

o AR i A (VO 1) < 0
o if A, (V' +61) > 0.

Then V4 61+ S,, is positive definite and thus possesses a Cholesky decomposition
V9 461+ ayS,, = LL*, (29)

where L is an invertible lower triangular matrix with real and positive diagonal entries.
Thus, for each a € [0, 3%"], it follows that

V°® — a8, >44 —01

is equivalent to
(a+ag) L™ Sp (L)~ <4 I,
and this is equivalent to

(a+ ao)Aa@+1 (LS (L) 7h) < 1.

According the definition of 3%™ in (28), the maximal value of o that satisfies the last

formula is given by
1

Aa@+1 (L7188 (L*)~1)

s
Byt = — Q.
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4.2 Numerical inversion

Based on the above discussions, the residual matrix with noise R?(h) can be expressed

as
R E am m-

In what follows, inspired by [40], we employ the semidefinite programming (SDP) to
solve the minimization problem in (25). Note that the sum of all positive eigenvalues
of the matrix R(h) is equal to the optimal value of the following SDP:

> N(R'(h) = min trace(X).

, X>0
{j: X;>0} X—R%>0

Therefore, the minimization problem

. ) 1)
min E A (R(h)) + 0| R°(h)|F |
{7: X; >0}

is equivalent to the following constrained optimization:

min (trace(X) + 8| R°(h)| ) - (30)
X>0

X—-R°>0

Here we use a MATLAB package CVX to solve the above minimization problem.

Remark 6 It is noted that the sum of (n — s) largest eigenvalues satisfies:

Z Xj(R(h)) = max trace(WTR(h)W).
— WeRnx(n—s)
WIW=I,_,

Since the matrix-valued function R(h) depends continuously and linearly on h, and
trace(W ' R(h)W) is linear in h for any fixed orthonormal W, it follows that the pointwise
maximum over such linear functions is convex. Moreover, as shown in (21), the sum of all
positive eigenvalues of R(h) can be expressed as the maximum over a finite collection of
these convex functions. Therefore the function h — > . 2, >0} N (R%(h)) is convex. Addi-
tionally, the Frobenius norm ||R’(h)| p is also convex. Hence, the full objective function in
the equivalent optimization problem (30) is convex and can be efficiently solved using the
convex solver CVX.

Next we present three examples to verify our theoretical findings. In the numerical
experiments, the forward problem is solved using an extremely fine mesh, as illus-
trated in Figure 2(a). To avoid the so-called inverse crime, the reconstruction domain
is independently discretized into 5224 uniformly distributed extra fine triangular ele-
ments {P,,}, as shown in Figure 2(b). Throughout all experiments, the wavenumber
is set to k =1, and the background refractive index is taken to be go = 1 in Q\D.
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(a) Extremely fine mesh for forward problem (b) Extra fine mesh for inverse problem

Fig. 2 Different triangular meshes are used for the forward and inverse problems, respectively.

Ezample 1 In the first example, we consider a small circular scatterer D centered at (—0.2,0)
with a radius of 0.1, as shown in Figure 3(a). Here the red dashed curve denotes the shape
of the scatterer D. The refractive index within the scatterer is set to ¢ = 9 in D. Figure
3 presents the contour plots of the number of the negative eigenvalues for the operator
V?°® — a8y, + 61 evaluated at each pixel Py, under different noise level §, where the parameter
is set to & = @min —1 = 8. Together with Figure 1(a), these results verify the inequality

‘/(S — OéSm Zd@) Sy

defined in (28). This result also implies that the number of negative eigenvalues inside the
scatterer is bounded above by d(q) = 1. Furthermore, one can observe that the exact scatterer
is located within the compact support of the region corresponding to the number of minimum
eigenvalues. However, this region becomes larger as the noise level increases. Therefore, it
is difficult to accurately identify the shape of the scatterer only using the monotonicity
relation under high noise levels. To overcome this challenge, we employ the monotonicity-
based regularization method defined in (30) to determine the scatterer. As shown in Figure
4, the proposed method exhibits good performance in reconstructing the unknown scatterer
under high noise levels, thereby demonstrating its robustness and stability.

Ezxample 2 In the second example, we consider a non-convex, pear-shaped scatterer D
centered at (0, 0), see Figure 5(a). The boundary of the scatterer is parameterized by

(z, y) = (0.2 4+ 0.03 cos 3t)(cost, sint), te€ [0, 2n].

The refractive index of the scatterer D is set to ¢ = 5. Here, the upper bound of the number of
negative eigenvalues is set to d(q) = 1. In order to illustrate the advantages of our approach,
we consider the following minimization problem under the Frobenius norm for comparison:
min ‘R“(h) H .
0<aym <min(gmin—1,60") F

where ngn is defined in (28). Figures 5(b) and 5(c) show the reconstructions under the
Frobenius norm-based method with different noise levels. Moreover, Figures 5(d) and 5(e)
present the reconstructions based on the sum of all positive eigenvalues with the correspond-
ing noise levels. By comparing these reconstruction results, it is clear that both methods are
robust to noise, even under a 10% noise level. However, our method yields more accurate
reconstructions than the Frobenius norm-based approach as the noise level 6 = 10™2%. This
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Fig. 3 Contour plots of the number of the negative eigenvalues for the operator V% — a8y, + 61 at
each pixel Py, under different noise levels §, where o = 8.
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Fig. 4 Contour plots of the support of minimizer h?® via the proposed monotonicity-based regular-
ization method with different noise levels 4.
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enhancement can be attributed to the global convergence guarantee inherent in our method,
whereas the minimization of the residual functional under the Frobenius norm lacks such a
guarantee.

w

N

-
-

QO O

(b) 6§ =10"°% (c) 6§ =10%
4
3 3
O 2 2
1 1
0 0
(d) 6§ =10""% (e) 6§ =10%

Fig. 5 (a) A schematic illustration of the geometric setting; (b), (c) contour plots of the support of
minimizer A% under Frobenius norm with different noise levels; (d), (e) contour plots of the support
of minimizer A% under the sum of all positive eigenvalues with different noise levels.
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Ezxample 3 In the final example, we consider a more challenging case. The scatterer D consists
of two small circles with a radius of 0.1. One is centered at (—0.35, —0.35), and the other at
(0.35,0.35), see Figure 6 (a). The refractive index inside D is set to ¢ = 3. Moreover, the upper
bound of the number of negative eigenvalues is chosen as d(q) = 2. In this example, we aim
to show the necessity of adding the penalty term 8||R°(h)||p to the residual functional. For
comparison, we also consider the following minimization problem without the penalty term:

min trace(X). (31)

X330

X—-R°>0

Figures 6(b) and 6(c) show the reconstruction results obtained without the penalty term.
Although the approach defined in (31) performs well when there is almost no noise, it fails to
identify the scatterers even under 1% noise. Moreover, by comparing Figures 6(c) and 6(e),
one can observe that our method successfully reconstructs multiple scatterers under higher
noise levels, which also demonstrates its robustness and reliability.
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Fig. 6 (a) A schematic illustration of the geometric setting; (b), (c) contour plots of the support
of minimizer h% under the sum of all positive eigenvalues without penalty term; (d), (e) contour
plots of the support of minimizer A% under the sum of all positive eigenvalues with the penalty term
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